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Plan of the talk

ñ Basic super stuff
ñ Spherical superfunctions
ñ Leading asymptotics
ñ Asymptotic expansion
ñ Plancherel theorem for OSp
ñ Paley–Wiener theorem



Supermanifolds
Informal definition:
“X supermanifold = manifold with even/odd (commuting/anti-commuting) coordinates”

Definition.
X = (X0,OX) OX superalgebra sheaf /C with local stalks

X complex supermanifold :a X �loc Ap|qhol := (Cp ,HCp ⊗C
∧
(Cq)∗)

X cs manifold :a X �loc Ap|q := (Rp ,C∞Rp ⊗R
∧
(Cq)∗) (Bernstein)

Examples:
V -→ X0 holomorphic vector bundle 7 -→ complex smf Ahol(V) = (X0,

∧
V∗)

V -→ X0 complex vector bundle 7 -→ cs manifold A(V) = (X0,
∧
V∗)

For instance, V = TX0, V = S spinor bundle (X0 spinc), . . .

Theorem (Batchelor). All cs manifolds are obtained in this way (i.e. are split).

But: Complex smf Gr(1|1,2|2) is not split (Penkov, Wells et al.).
Moreover: Maps are not the same.
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Lie supergroups

Definition (Berezin–Leites, Kostant). A complex/cs Lie supergroup is a group object in
complex smf/cs manifolds.

Theorem (Kostant).{
complex/cs Lie supergroups

} { (Harish-Chandra) pairs (g, G0),
g Lie superalgebra, G0 Lie group

}
G0 ×A(g1̄) -→ G : (g,x) 7 -→ g expG(x).

Usually better: group valued functor T 7 -→ G(T) = Maps(T ,G).

Examples:

GL(p|q,C)(T) =
{(A B
C D

)
∈ O(T)p×q

∣∣∣∣ A,D even, B,C odd
A,D invertible

}

OSp(p|2q, J,C)(T) =
{
g ∈ GL(p|2q,C)

∣∣∣ gst3Jg = J}
Here, we let:

J matrix of supersymmetric form(
A B
C D

)st3
:=
(
At Ct

−Bt Dt

)
order 4 automorphism
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Cs supergroups from complex supergroups

GC complex Lie supergroup with pair (g, GC,0)
G0 real form of GC,0

� cs Lie supergroup G with pair (g, G0)

Examples:

Ucs(m,n|r , s)(T) =
{(A B
C D

)
∈ O(T)(m+n)×(r+s)

∣∣∣∣ A ∈ U(m,n)(T)
D ∈ U(r , s)(T)

}

SOSp+cs(m,n|2q)(T) =
{(A B
C D

)
∈ OSp(m+n|2q, J,C)(T)

∣∣∣∣ A ∈ SO+(m,n)(T)
D ∈ USp(2q)(T)

}

Here, we let:

J =

−1m 0 0
0 1n 0
0 0 Jq

 , Jq :=
( 0 −1

1 0

)
⊗ · · · ⊗

( 0 −1
1 0

)

USp(2q) := U(2q)∩ Sp(2q,C)
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Riemannian symmetric superspaces

Definition. A symmetric pair (G,K) of cs Lie supergroups is Riemannian if so is (G0, K0).
A Riemannian symmetric superspace is X = G/K where (G,K) is Riemannian.

Theorem (Goertsches). If X is Riemannian and for all x ∈ X0, there is an isometry sx
such that sx(x) = x, Txsx = −1, then X is symmetric.

Examples: Today, we will consider the following “rank one” cases:

G K
Ucs(1,1+ p|q) U(1)× Ucs(1+ p|q)

SOSp+cs(1,1+ p|2q) SOSpcs(1+ p|2q)
GLcs(1|1) Ucs(1|1)

Even these are quite surprising.
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Symmetric superfunctions
E -→ X vector bundle� Berezinian density bundle |Ber|(E), |Ber|(X) := |Ber|(ΠT∗X)

Theorem (Berezin). Compactly supported Berezinian densities (sections of the sheaf
|Ber |X associated with |Ber|(X)) admit a uniquely defined integral.

Proposition (A–Hilgert). Let X = G/H. TFAE: (1) ∃ G-invariant Berezinian density.
(2) |Ber|(X) equivariantly trivial. (3) |Ber|g/h(AdG |H) = 1.

In particular, X = G/K admits a G-invariant Berezinian density |Dġ|.

a Cartan subspace
M = ZK(a) centraliser of Cartan
K/M geodesic supersphere at infinity
|Dk̇| K-invariant Berezinian density on K/M
H : G → A(aR) Iwasawa A projection
% = 1

2 strn adg |a half sum of positive roots

Definition.
φλ(g) :=

ˆ
K/M
|Dk̇| e(λ−%)(H(gk)), λ ∈ a∗.

These are eigenfunctions of the Laplacian.
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Leading asympotics: c-function
Fix basis h0 ∈ a, α(h0) = 1, α indecomposable positive root, identify λ ≡ λ(h0).

c(λ) := lim
t→∞

e−(λ−%)tφλ(eth0 ).

α,2α positive roots
mα,m2α multiplicities

mα m2α %
2(p − q) 1 p − q + 1
p − 2q 0 p/2− q
−2 0 −1

Theorem (A–Palzer). In each of the cases listed above, c(λ) exists for <λ > 0, and

c(λ) = c0
2−λΓ(λ)

Γ
(

1
2

(
λ+ mα

2 + 1
))
Γ
(

1
2

(
λ+ mα

2 +m2α
)) (

c0 ≡ c0(%)
)

In the GL(1|1) case, we have c(λ) = c0λ.

Theorem (A–Schmittner). For G/K reductive of even type, c(λ) exists for <λ > 0, and

c(λ) = c0

∏
〈α,α〉≠0

2−λα
Γ(λα)

Γ
( 1

2 (λα +
mα
2 + 1)

)
Γ
( 1

2 (λα +
mα

2 +m2α)
) ∏
〈α,α〉=0

〈λ,α〉−
mα

2

the product over indecomposable roots, where λα := 〈λ,α〉〈α,α〉−1 for 〈α,α〉 ≠ 0.
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Comments on the proof
One uses stereographic coordinates k : N̄ → K/M

N

P

P’

Illustration from W. Casselman’s web page

However, formα à 0, cannot pull back φλ integral because of “boundary terms”!

1. Use partition of unity on stereographic atlas parametrised by Weyl group.
2. Show convergence of partial integrals cI(λ), cII(λ).
3. Show that partition of unity cancels out in limit.

Proposition (A–Palzer). In the Ucs case, we have formα à 0, <λ > 0:

c(λ) '
ˆ ∞

0
ds ∂1−%

r=0

(
(1+ r)2 + s2)−(λ+%)/2.

4. A similar statement holds for SOSp+.
5. For <λ > −%, derivatives and integral can be exchanged.
6. This gives the assertion.
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Asymptotic expansion
In the GL(1|1) case, the φλ integral case be evaluated directly.

Proposition (A–Palzer). In the GL(1|1) case, one has

φλ(et) = c0λeλt sinh t

Notably, this function is not even.

In the other cases, we have an asymptotic expansion

Φλ(et) = e(λ−%)t
∑∞
l=0
γl(λ)e−2lt

γl(λ) := c(λ)c(−λ)(−1)l
(
−%
l

)
−λ

(l− λ)c(l− λ)

Theorem (A–Palzer). The series Φλ converges absolutely on [ε,∞) for ε > 0. We have

φλ = Φλ + Φ−λ.

Corollary (A–Palzer). Formα ≤ 0 even, the series terminates and for OSp,

φλ(et) ' e(λ−%)tP (−λ,2%−1)
−%

(
1− 2e−2t),

where P (α,β)n are Jacobi polynomials.
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Wave packet transform
In what follows, assume that G = SOSp+cs(1,1+ p|2q), p > 0.

Definition. The Paley–Wiener space is

PWR :=
{
ϕ ∈ Hol(a∗)

∣∣∣∣ ϕ(λ) =ϕ(−λ)
∀k á 0 : ‖ϕ‖k,R := supλ∈a∗ (1+ |λ|)k|ϕ(λ)|e−R|<λ| <∞

}

For ϕ ∈ PWR , let the wave packet transform be

Jϕ(g) :=
ˆ
ia∗R

dλ
|c(λ)|2φλ(g)ϕ(λ).

Proposition (A–Palzer). Let‖ϕ‖n,R <∞ for some n > %, R ≥ 0. Then

Jϕ(et) = 4π
∑
k<−%

resλ=%+k
Φλ(et)

c(λ)c(−λ)ϕ(%+ k), t > R

Corollary (A–Palzer). We have

J̃
(
PWR

)
⊆ OR(G/K) :=

{
f ∈ O(G/K)

∣∣ suppf ⊆ BR(o)
}

J̃ϕ(g) := Jϕ(g)− 4π
∑
k<−%

resλ=%+k
Φλ(g)

c(λ)c(−λ)ϕ(%+ k)
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Fourier inversion and Paley–Wiener theorem

Proposition (A–Palzer). If % < 0, then J1 exists and

J1(et) = − 2π
c0Γ(1− %)Γ(−2%)

∂−2%−1
y=0

(
1− 2y2 cosh t +y4

)−%
(1−y)2 .

Define

Ff(λ, k) :=
ˆ
G/K
|Dġ|f(g)e(λ−%)(H(g−1k))

Jϕ(g) :=
ˆ
ia∗R

dλ
|c(λ)|2

ˆ
K/M
|Dk̇|ϕ(λ, k)e(−λ−%)(H(g−1k))

Theorem (A–Palzer). Let J1 := 0 for % á 0. Then for any f ∈ Oc(G/K)

JFf = C0f + (f ∗ J1)

providedmα á 0 ormα < 0 is odd.

Corollary (A–Palzer). Under the above assumptions

F(OR(G/K)K) = PWR .
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Condensed matter physics application
For a long, thin wire with impurities, at low temperatures, the mean conductance 〈c〉 is

〈c〉 =
ˆ
G/K
|Dġ| |ft(g)|2|t=s/2, ∂tft = ∆ft .

for some inital condition.
Here, s is system size and G/K is a Riemannian symmetric superspace.

For G = SOSp+ and p = 1, one obtains (Zirnbauer, CMP 1991)

〈c〉 = 2

ˆ ∞
0
e−(λ

2+1)sλ tanhλdλ '

s s � 1
1
2π

3/2s−3/2e−s/4 s � 1

In cases of higher rank, one obtains for s � 1 (Zirnbauer, PRL 1992)

〈c〉 '


2−4π7/2s−3/2e−s , orthogonal
21/2π3/2s−3/2e−s/2 unitary
1/2+ 253−2π3/2s−3/2e−s/4 symplectic
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Finally, I calculate the measure dp(v) by studying the asymptotic behavior of p„ in the "noncompact" directions of
6/K. To do this, I write down a suitable integral representation for p„("Harish-Chandra's formula" ) and pass to an
integral over a certain nilpotent group N, as explained in Refs. [9,101. With the definition T =exp[ d—(L/(+ I/y)A/41,
I then obtain expressions for the average conductance of the following form:

f oo(I) (c) =zJ dXtanh (ark/2) T(l, k, k)
p oo f OO

+2 g dk|J dk2l(l —1)A i tanh(+Xi/2)) ptanh(Hq/2)(l +A |+ii+1)
I 6 2N+1J 0

' 0

x
(X,G1, 0'2 ~ I

(—1+o'l + ialk1 + ia'2k') ' T(l,kt, k 2),

(II) (c) =2 g dXXtanh(zk/2)l()j, +l ) 'T(k, l),
I E 2N —1

(III) (c) =T(i, I, 1 )/2+ g [T(i,l, l —2)+ T(i, l —2, l)]/2
I E 2N+1

+2 g „dXk(X +1)tanh(zX/2)l |I2(k +l 1 +l2 —1)
II,I2 6 2N —1

Numerical evaluation of these expressions as a function
of s =L/(+ I/y yields the curves displayed in Fig. 1.
They show (c) always to be less than ( greater than) the
Ohmic value 1/s for models I and II (model III).
The limits s 0 and s ~ lend themselves to further

analytic evaluation [12]. By making a heat kernel expan-
sion in ordinary space (rather than Fourier space), one
obtains for s small:

(I) (c) =1/s —2/3+4s/45+0(s ),
(II) (c) =1/s —4s/45+0(s ),
(III) (c)= I/s+I/3+s/45+O(s') .

It turns out that these asymptotic expansions approxi-
mate the exact result very well, the deviations in relative
magnitude being smaller than 0.4 (1.7, 1.2) percent in the
range s (0.5 (1.0,2.0) for I (II,III). In the opposite lim-
it, s ~, one easily finds by keeping only the dominant
terms in the Fourier series:

(I) (c)=2 n s exp( —s),
(II) (c)=2' rr s exp( —s/2),
(III) (c)=1/2+2 3 ir / s / exp( —s/4) .

Note especially the appearance of a constant, 1/2
=T(i, 1, 1 )/2, for model III. The Fourier coefficient
T(i, l, l) is associated with a function p which satisfies
hts =0 and has finite integral fG/it&(Q)p(Q)DQ =1 [13].
Its presence in the Fourier series prevents (c) from going
to zero when L ~. In other words, while the localiza-
tion length is finite and is given by ( =4xpD (2(=gzpD)
for model I (II), it is infinite for model III, in leading or-
der of the expansion around the limit kFS »EFr » l.
Surely, the result for model III comes as a tremendous

surprise and calls for further research. To investigate the
stability with respect to changes in the boundary condi-
tions, I have reconsidered the calculation of

K(x, co) =(G (O, x;E )G"(x,O;E +co))
1586

for a wire of infinite length without leads. This correla-
tor has been computed by Efetov and Larkin [4] in the
limit m 0. We now ask whether their result is modified
by the discovery of the zero mode p for model III. Evalu-
ation of K by the mapping onto the nonlinear a model
leads again to Eqs. (2), except that —d, is now replaced
by —h, + V where V operates by multiplication with
V(Q) =—2zid pgcostrAQ. The deformation of A by V
lowers the group symmetry of (2), and the calculation
can therefore no longer be done analytically in general.
For a small frequency co, however, one may attempt to
use perturbation theory in co, applied to the eigenfunc-
tions and eigenvalues of —A. The function P behaves
asymptotically on G/K as p-)j, ' (with X as defined in
Ref. [4]), which entails that the integral

P(Q) str(AQ)p(Q)DQ

3.0

2. 0

1.0

[

2
S

FIG. 1. The product s/(c} as a function of s=L/(+ I/y for
the case of orthogonal symmetry (dotted line), unitary symme-
try (solid line), and symplectic symmetry (dash-dotted line).

Illustration from Zirnbauer, PRL 69, no. 10 (1992)
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