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1 IntroductionThis paper is concerned with the regularity of solutions to second order elliptic boundaryvalue problems. We shall consider two related model problems. The �rst is the followingboundary value problem for Laplace's equation:�4u = f on 
 � Rd; (1.1)u = 0 on @
:The second is the Dirichlet problem for harmonic functions on 
:4v = 0 on 
 � Rd; (1.2)v = g on @
:We assume throughout this paper that 
 is a bounded, simply-connected, Lipschitzdomain contained in Rd (see [A] for the de�nition of Lipschitz domains).We shall prove regularity theorems for the solution to (1.1) and (1.2) in a certain scaleof Besov spaces. The particular scale of Besov spaces that we consider is of interest tous because it is connected to the rate of convergence of nonlinear and adaptive methodsof approximation as we shall now explain.We consider for example (1.1) in the weak formulationa(u; v) = (f; v) for all v 2 H10 (
); (1.3)where H10 (
) is the subspace of the Sobolev space H1(
) = W 1(L2(
)) which re
ectsthe homogeneous boundary conditions.The numerical treatment of (1.3) is generally performed by means of a Galerkin ap-proach, i.e., we consider a nested sequence fSjgj�0 of �nite dimensional linear subspacesof H10 whose union is dense in H10 and project (1.3) onto the spaces Sj. One then has tosolve the problems a(uj; v) = (f; v); v 2 Sj ; (1.4)for uj 2 Sj, which corresponds to solving a �nite-dimensional linear system. Typicalchoices for fSjgj�0 are �nite elements spaces consisting of certain piecewise polyno-mials on partitions of the domain 
, or a ladder of spaces generated bymultiresolutionanalysis (see [D] for a discussion of multiresolution analysis).The approximation order provided by such a Galerkin scheme is related to thesmoothness of the solution u to (1.3) and the approximation properties of the spaces Sj.Consider, for example, approximation in L2(
). If the domain is su�ciently smooth andif f 2 L2(
), then the weak solution is in the Sobolev space W 2(L2(
)), see Wloka [W]for details. Therefore, a Galerkin scheme using suitable �nite element spaces obtainedby uniform grid re�nement provides an approximation uj 2 Sj which satis�esku� ujkL2(
) � C2�2jjujW 2(L2(
)); j = 0; 1; : : : ;2



with C a constant independent of u and j (see e.g. Johnson [J] for details). This can berestated in terms of the dimension nj = O(2jd) of Sj asku� ujkL2(
) = O(n�2=dj ): (1.5)We refer to such numerical methods as linear since the approximation uj comes fromthe linear space Sj.An estimate of the form (1.5) does not hold in general for nonsmooth domains, e.g, fordomains with edges and corners, for then the smoothness of u could decrease signi�cantlydue to singularities near the boundary, see e.g. Grisvard [G] or Kondrat'ev and Oleinik[KO] for details. For example, for Laplace's equation on a general Lipschitz domain,we can only expect the solution to be in the Sobolev space W �(L2(
)) if � � 3=2 andtherefore 2=d needs to be replaced by 3=2d in (1.5).One can actually characterize the functions F which can be approximated with orderO(n��=d) in the metric Lp(
) by typical sequences of �nite element spaces of dimensionn. Indeed, we have this order of approximation if and only if F is in the Besov spaceB�1(Lp(
)). Thus the maximum smoothness �� of the solution u to (1.1) in the Besovscale B�p (Lp(
)) limits the e�ciency that a �nite element method can have.One way to possibly increase numerical e�ciency in recovering the solution to (1.3)is to use adaptive methods. In this case, the underlying grid is re�ned only in re-gions where the solution lacks smoothness and the approximation uj is still \far away"from the exact solution u. To implement such a strategy, one clearly needs some a-posteriori error estimators which give some information about the local error of theapproximation uj. We will not discuss here the problem of how to construct a-posteriorierror estimators. Let us only remark that for �nite elements several error estimatorshave been developed in the last years, see e.g. Bank and Weiser [BW], Babuska andRheinboldt [BR] and Erikson and Johnson [EJ]. Furthermore, for the wavelet setting,a �rst approach was given by Dahlke, Dahmen, Hochmuth and Schneider [DDHS], seealso Bertoluzza [B].We are interested in the question of whether adaptive methods as described abovecan indeed provide increased e�ciency in numerically recovering the solution to (1.3).The question then becomes �rstly what is the regularity of a function F which governsits approximation by such an adaptive method and secondly does the solution u to(1.3) possess this regularity. As we shall now describe, the regularity which determinesthe e�ciency of adaptive methods and related wavelet methods is determined by thesmoothness of u as measured in certain scale of Besov spaces.In general, an adaptive method can be interpreted as a method of non-linear ap-proximation. In nonlinear approximation, we do not approximate by elements from alinear space but rather from a nonlinear manifold. The dimension n of the linear spaceis then replaced by the dimension (number of parameters) of the manifold. We �rstbrie
y describe the theory as it applies to nonlinear approximation by wavelet sums.The theory is rather fully developed in this case and the known results for adaptiveapproximation are analogous (although somewhat weaker - as we shall explain).We shall restrict our discussion of nonlinear wavelet approximation to the case ofapproximation in Lp(Rd), 1 < p < 1, using the orthogonal wavelets of Daubechies.3



Similar results hold in other settings [DJP],[DY]. The proofs of the results stated beloware particularly trivial (see e.g. [DT]) in the case p = 2.Daubechies (see [D]) has constructed a univariate family Dm, m = 1; 2 : : :, of com-pactly supported wavelets. When m = 1, D1 is the Haar function. Larger values of mcorrespond to higher smoothness of the wavelet Dm; the smoothness of Dm increaseswithout bound as m increases to in�nity, as does the support of Dm. The wavelet Dmhas m vanishing moments. We �x an arbitrary value of m and let � = �m be the uni-variate scaling function which generates the wavelet  = Dm. We de�ne  0 := � and 1 :=  . Further, let E denote the nontrivial vertices of the square [0; 1]d. Then, theset 	 of the 2d � 1 functions e(x1; : : : ; xd) := dYj=1 ej(xj); e 2 E; (1.6)generate by shifts and dilates an orthonormal (wavelet) basis for L2(Rd). Namely, letD := D(Rd) denote the set of dyadic cubes in Rd. Each cube I 2 D is of the formI = 2�jk + 2�j [0; 1]d with k 2 Zd, j 2 Z. The functions�I := �j;k := 2jd=2�(2j � �k); I = 2�jk + 2�j [0; 1]d; k 2 Zd; j 2 Z; � 2 	; (1.7)form an orthonormal basis for L2(Rd).In nonlinear wavelet approximation, we approximate a function F 2 Lp(Rd) bylinear combinations of n of the basis elements �I . Namely, letMn denote the non-linearmanifold of all functions S = X(I;�)2�aI;��Iwith � � D �	 of cardinality n and let�n(F )Lp(Rd) := infS2Mn kF � SkLp(Rd): (1.8)In this setting, one has the following characterization (see [DJP]) for 1 < p <1,1Xn=1[n�=d�n(F )Lp(Rd)]� 1n <1() F 2 B�� (L� (Rd)); � = (�=d + 1=p)�1; (1.9)and the B�� (L� (Rd)) are the Besov spaces (see x2 for the de�nition of Besov spaces).Let us make a few remarks comparing (1.9) with the analogous case of linear ap-proximation (1.5). As we have already noted, for linear approximation, the requirementfor approximation order like O(n��=d) in Lp(Rd) is that F has smoothness of order � inLp(Rd)). In the case of nonlinear approximation, the smoothness of F is measured inL� (Rd), � = (�=d + 1=p)�1. Since � < p, F may have a higher order of smoothness �when measured in L� than it does when measured in Lp. It is precisely for these typesof functions that nonlinear methods will perform better than linear methods.There are analogous results to (1.9) for adaptive approximation; although the situa-tion here is not as fully developed. For example, for adaptive approximation by piecewise4



polynomials (see [DY]), it is known that for each function F 2 B�+�� (L� (Rd)), � > 0,� := (�=d + 1=p)�1, adaptive approximation with n parameters will approximate F toorder O(n��=d). In other words, assuming slightly more smoothness than in the caseof nonlinear wavelet approximation, we obtain the same order of approximation. Oneshould note that adaptive approximation is more restrictive than nonlinear wavelet ap-proximation. A comparable type of nonlinear wavelet approximation would require thatthe approximation only uses sets � that have a tree like structure - whenever (I; �) 2 �,then (I 0; �) must also be in � for the parent I 0 of I.A similar theory of nonlinear approximation also holds on domains although theresults here are not as complete and need to be developed further. For the case ofnonlinear wavelet approximation, one needs the development of orthogonal (or stable)wavelet bases for domains. For simple domains such as cubes this is done. For moregeneral domains �rst steps have been made (see e.g. [CDD]). The adaptive theoryshould carry over as well although the only paper known to the authors is restricted todomains that are cubes [DY]. Note however that some results can be concluded fromthe case of cubes by using the fact that any function F in a Besov space B�q (Lp(
)) with
 Lipschitz, can be extended to a function on all of Rd with the same Besov regularity.These results on nonlinear approximation lead us to ask what is the regularity of thesolution u to an elliptic equation as measured in the scale of Besov spaces B�� (L�(
)),� = (�=d + 1=p)�1? In particular, does the solution u have a higher smoothness order� in this scale of Besov spaces then it does when the smoothness is measured in Lp(
)?One of the main results (Theorem 4.1) of the present paper shows that this is indeed thecase. For example, in the case p = 2, we show that the solution u is in the Besov spaceB�� (L� (
)), � = (�=d+1=2)�1, for � < 3d=(2d� 2), provided that f 2 W 
(L2(
)); 
 =(4 � d)=(2d � 2). Similar results hold for other values of p. In other words, we showthat u has the smoothness necessary that allows adaptive or other forms of nonlinearapproximation to perform better than linear methods.Our results for the regularity of (1.1) are proved by reducing the problem (in astandard manner) to the regularity of harmonic functions which are solutions to theDirichlet problem (1.2). We prove that if the solution v to (1.2) is in the Besov spaceB�p (Lp(
)), then v is also in the Besov space B�� (L� (
)), � = (�=d + 1=p)�1, for every0 < � < �d(d�1) . In other words, the regularity of v in the Besov scale for nonlinearapproximation is always greater by a factor d=(d � 1) than its smoothness in the scalefor linear approximation.Our regularity results are closely related to the work of Jerison and Kenig [JK] whoproved several deep theorems about the Besov regularity of the solutions to the twomodel problems (1.1) and (1.2). In fact, in some cases our results can be derived fromtheirs. In general, however, our results are new - primarly because we consider (as isnecessary) Besov spaces with smoothness measured in L� where � < 1. We remarkfurther on the connections between our results and those in [JK] in xx3,4.We want to make clear that the present paper is concerned with the regularity (i.e.the smoothness) of solutions to elliptic equations. Our motivation for the type of reg-ularity we study are adaptive and other forms of nonlinear approximation. However,5



we do not construct in this paper a numerical scheme for solving (1.3). Indeed, thenonlinear approximation schemes described above require full knowledge of the solutionu to construct the approximation which is not available when numerically solving (1.3).An outline of this paper is that in x2, we state the properties we need of Besov spacesand wavelet decompositions; in x3 we prove the regularity theorem for the Dirichletproblem (1.2); and in x4 we discuss the regularity of the solution to (1.1).2 Besov spaces and wavelet decompositionsIn this section, we de�ne the Besov spaces and give their characterization in terms ofwavelet decompositions.Let 
 be a Lipschitz domain. If h 2 Rd, we denote by 
h the set of all x 2 
such that the line segment [x; x + h] is contained in 
. The modulus of smoothness!r(F; t)Lp(
) of a function F 2 Lp(
), 0 < p �1, is de�ned by!r(F; t)Lp(
) := supjhj�t k�rh(F; �)kLp(
rh); t > 0;with �rh the r-th di�erence with step h. For � > 0 and 0 < q; p � 1, the Besov spaceB�q (Lp(
)) is de�ned as the space of all functions F for whichjF jB�q (Lp(
)) := 8<: �R10 [t��!r(F; t)Lp(
)]qdt=t�1=q ; 0 < q <1;supt�0 t��!r(F; t)Lp(
); q =1 ; (2.1)is �nite with r := [�] + 1. Then, (2.1) is a (quasi-)semi-norm for B�q (Lp(
)). If we addkFkLp(
) to (2.1), we obtain a (quasi-)norm for B�q (Lp(
)).It is also possible to characterize Besov spaces by wavelet decompositions. Let � bea univariate Daubechies' scaling function and  = Dm be the corresponding wavelet.These functions have compact support. As noted earlier, the function  = Dm hasm vanishing moments and the smoothness of the Dm increase without bound as mgrows. The functions (1.7) are an orthonormal basis for L2(Rd) and they also form anunconditional basis for Lp(Rd), 1 < p < 1. Each F 2 Lp(Rd), 1 < p < 1 has thewavelet decomposition F = XI2DX�2	hF; �Ii�I (2.2)with convergence in Lp(Rd).We can also restrict the wavelet expansion (2.2) to those �I with jIj � 1. For this,we de�ne S0 to be the closure in L2(Rd) of the �nite linear combinations of the integershifts of the function �(x1) � � ��(xd) and let P0 be the orthogonal projector which mapsL2(Rd) onto S0. Then, P0 has an extension as a projector to Lp(Rd), 1 � p � 1. Foreach F 2 Lp(Rd), we have F = P0(F ) + XI2D+ X�2	hF; �I i�I (2.3)6



with D+ the set of dyadic cubes with measure � 1.The Besov spaces B�q (Lp(Rd)) can be characterized by wavelet coe�cients providedthe parameters �; p; q satisfy certain restrictions. We shall only need the case q = p. Indescribing this characterization it is convenient to use a normalization for the waveletswhich depend on p. If 0 < p � 1, we de�ne�I;p := jIj1=2�1=p�I : (2.4)Then, k�I;pkLp(Rd) = k�kLp(Rd) is constant. We can then rewrite (2.3) asF = P0(F ) + XI2D+ X�2	hF; �I;p0i�I;p (2.5)with p0 the conjugate index to p, 1=p + 1=p0 = 1. Note that p0 is negative if p < 1.Proposition 2.1 Let � and  be in Cr(R). If 0 < p � 1 and r > � > d(1=p � 1),then a function F is in the Besov space B�p (Lp(Rd)), if and only if,F = P0(F ) + XI2D+ X�2	hF; �I;p0i�I;p (2.6)with kP0(F )kLp(Rd) + 0@ XI2D+ X�2	 jIj��p=djhF; �I;p0ijp1A1=p <1 (2.7)and (2.7) provides an equivalent (quasi-)norm for B�p (Lp(Rd)).In the case p � 1, this is a standard result and can be found for example in Meyer [M](x10 of Chapter 6). For the general case of p, this can be deduced from general resultsin Littlewood-Paley theory (see e.g. x4 of Frazier and Jawerth [FJ]) or proved directly(see Kyriazis [Ky]). The condition that � > d(1=p � 1) implies that the Besov spaceB�p (Lp(Rd)) is embedded in Ls(Rd) for some s > 1 so that the wavelet decomposition ofF is de�ned. Also, with this restriction on �, the Besov spaceB�p (Lp(Rd)) is equivalent tothe non-homogeneous Besov spaces B�p;p de�ned via Fourier transforms and Littlewood-Paley theory.We now �x a value of 1 < p � 1 and consider the scale of spaces B�� (L� (Rd)), � =(�=d + 1=p)�1, � > 0. Using the fact that �I;� 0 = jIj1=p0�1=� 0�I;p0, a simple computationgives jIj���=djhF; �I;� 0ij� = jhF; �I;p0ij� :This gives the following equivalent characterization of B�� (L� (Rd)).Proposition 2.2 Let � and  be in Cr(R). If 1 < p � 1 and r > � > 0 and� = (�=d + 1=p)�1, then a function F is in the Besov space B�� (L� (Rd)), if and only if,F = P0(F ) + XI2D+ X�2	hF; �I;p0i�I;p (2.8)7



with kP0(F )kL�(Rd) + 0@ XI2D+ X�2	 jhF; �I;p0ij�1A1=� <1 (2.9)and (2.9) provides an equivalent (quasi-)norm for B�� (L� (Rd)).3 Regularity of the solution to the Dirichlet bound-ary value problemIn this section, we shall study the regularity of harmonic functions on 
. Our mainresult shows that whenever an harmonic function v on 
 is known to be in a Besovspace B�p (Lp(
)), then it automatically has additional smoothness in a scale of Besovspaces associated to p and �. This added smoothness is nontrivial in the sense thatgeneral nonharmonic functions do not possess this property.We shall utilize certain maximal functions which measure smoothness that have beenextensively studied in [DS]. Let � = �m be a bounded projector from L1([0; 1]d) ontothe space Pm of polynomials of total degree at most m. Such a projector gives by changeof scale a projector �Q from L1(Q) onto Pm for each cube Q (all cubes are taken withsides parallel to the coordinate axis). If � > 0, we take m := [�] and de�ne for eachF 2 L1(
), F ]�(x) := sup
�Q3x 1jQj1+�=d ZQ jF ��QF j: (3.1)It was shown by DeVore and Sharpley [DS] (see Theorem 7.1 and Corollary 11.6 1)that for 1 � p � 1 the following inequality holds for each F 2 B�p (Lp(
)),kF ]�kLp(
) � CjF jB�p (Lp(
)); (3.2)with a constant C which depends at most on 
 and �.The following theorem is an extension of a result of Jerison and Kenig (see Theorem4.1 in [JK]).Theorem 3.1 Let 1 � p � 1, � > 0, and let k > � be an integer. Then there is aconstant C > 0 depending only on k, �, and 
 such that whenever v is an harmonicfunction on 
 which is in B�p (Lp(
)) we havek�(x)k��jrkv(x)jkLp(
) � CkvkB�p(Lp(
)); �(x) := dist (x; @
); (3.3)where rkv denotes the vector of all kth order derivatives of v and jrkvj is its Euclideanlength.1while Corollary 11.6 of [DS] is stated for 1 < p <1 the same proof is valid for p = 1;18



Proof: We �rst consider the case when 0 < � � 1. For any function F de�ned onRd, we de�ne its dilates F�(y) := ��dF (y=�), � > 0. Let ' be a �xed C1 function on Rdwhich is radial and supported in the unit ball. It follows from the mean-value propertyof harmonic functions that for any 
 and for � := �(x), we haveD
v(x) = ZRd v(y)(�=2)�j
j(D
')�=2(x� y)dy; x 2 
; (3.4)see e.g. Stein [S], Appendix C for details. We use (3.4) with j
j = k to obtainjD
v(x)j � supy2B(x;�=2)(�=2)�j
jj(D
')�=2(x� y)j ZB(x;�=2) jv(y)jdy� (�=2)�d�k supy2Rd jD
'(y)j ZB(x;�=2) jv(y)jdy� C��k+� 1(�=2)d+� ZB(x;�=2) jv(y)jdy; x 2 
:We can replace v by v ��Qv where � is the projector corresponding to m = 0 if � < 1and to m = 1 if � = 1 (because �Qv is also harmonic). In this way we obtain theinequality �(x)k��jD
v(x)j � Cv]�(x); x 2 
: (3.5)Taking a norm with respect to Lp(
) and using (3.2) establishes (3.3) in the case 0 <� � 1.Consider now any � > 0 and write � = `+� with 0 < � � 1. Since k�� = k�`��,we can apply what we have already proved to any of the functions D
v, j
j = ` andobtain k�(x)k��jrk�`D
v(x)jkLp(
) � CjD
vjB�p (Lp(
)) � CkvkB�p (Lp(
)); (3.6)where the last inequality follows from the reduction theorem for Besov spaces (see e.g.Theorem 6.2.7 in Bergh and L�ofstr�om [BL]). Since j
j = ` is arbitrary, we have proved(3.3). 2The following is the main result of this paper.Theorem 3.2 Let 
 be a bounded Lipschitz domain in Rd. If v is an harmonic functionon 
 which is in the Besov class B�p (Lp(
)), for some 1 < p <1 and � > 0, thenv 2 B�� (L� (
)); � =  �d + 1p!�1 ; 0 < � < �d(d� 1) : (3.7)Proof: We �x � and � as in the statement of the theorem. We will denote by m aninteger which depends on �, �, and d and whose value will be speci�ed during the courseof the proof of this theorem. Because 
 is a Lipschitz domain, we can extend v to all ofRd with the extension in B�p (Lp(Rd)). We denote this extension also by v.9



We can represent v with respect to the wavelet basis (1.7). Let  := Dm bethe Daubechies' wavelet with parameter m and let 	 be the collection of multivari-ate wavelets de�ned by (1.6). We require that m is large enough that the functions� and  are in Cs(R), s := [d�=(d � 1)] + 1. Since  and its generating function� have compact support, there is a cube Q � Rd, centered at the origin, such thatsupp � � Q for all � 2 	. By shifts and dilates we obtain the cubes Q(I) := 2�jk+2�jQ,I = 2�jk + 2�j [0; 1]d, which contain supp �I , for all I 2 D, � 2 	. We recall our nota-tion D+ for the dyadic cubes of measure at most 1. Let � denote the set of pairs (I; �),I 2 D+, � 2 	, for which Q(I) \ 
 6= ;. Then, on 
, we havev = P0v + v0; v0 := X(I;�)2�hv; �Ii�I ; (3.8)where P0 is the projector introduced in x2. The function P0vj
 is in Cs(
) because itis a �nite linear combination of shifts of �(x1) � � � �(xd). To complete the proof of thetheorem, we shall show that v0 2 B�� (L� (Rd)) from which the theorem follows.It will be (notationally) convenient to use the Lp-normalized wavelets �I;p introducedin x2. We have v0 := X(I;�)2�hv; �I;p0i�I;p (3.9)According to Proposition 2.2, we are left with showing0@ X(I;�)2� jhv; �I;p0ij�1A1=� <1: (3.10)To prove (3.10), we shall use Theorem 3.1 which says that that �(x)m��jrmv(x)j 2Lp(
).For I 2 D+, let �I := infx2Q(I)�(x):There is a polynomial PI of total degree < m such thatkv � PIkLp(Q(I)) � CjQ(I)jm=djvjWm(Lp(Q(I))) � CjIjm=djvjWm(Lp(Q(I))):The constants C which appear here and later in this proof depend only on �, d, m, andthe Lipschitz character of 
. Recall that �I;p0 is orthogonal to any polynomial of totaldegree < m. Hence,jhv; �I;p0ij � jhv � PI ; �I;p0ij � kv � PIkLp(Q(I))k�I;p0kLp0 (Rd) (3.11)� CjIjm=djvjWm(Lp(Q(I)))� CjIjm=d���mI  ZQ(I) j�(x)m��jrmvjjpdx!1=p= CjIjm=d���mI �I ;10



where �I is de�ned by the last equality.Let �j denote the set of those pairs (I; �) 2 � with jIj = 2�jd. For each k = 0; 1; : : :,let �j;k � �j be the set of those (I; �) 2 �j such thatk2�j � �I < (k + 1)2�j :From the Lipschitz character of 
, it follows thatj�j;kj � C2j(d�1); j; k = 0; 1; : : : : (3.12)Also note that since the domain 
 is bounded, we have �j;k = ; if k � C2j. Let�oj := �j n �j;0. We now �x j with 0 � j < 1 and estimate the portion of the sum in(3.10) corresponding to (I; �) 2 �oj . For each (I; �) 2 �oj , the cube Q(I) is containedstrictly in 
. It follows from (3.11) thatX(I;�)2�oj jhv; �I;p0ij� � C X(I;�)2�oj 2�mj��(��m)�I ��I :We use H�older's inequality with exponents p� and pp�� , to �ndX(I;�)2�oj jhv; �I;p0ij� � C 0B@ X(I;�)2�oj 2�pm�jp�� � (��m)p�p��I 1CA p��p 0B@ X(I;�)2�oj �pI1CA �p :Now, a point x 2 
 appears in at most C of the cubes Q(I), I 2 �oj . Using Theorem3.1, we obtain0B@ X(I;�)2�oj �pI1CA �p = 0B@ X(I;�)2�oj ZQ(I) j�(x)m��jrmv(x)jjpdx1CA �p� C �Z
 j�(x)m��jrmv(x)jjpdx� �p � Ckvk�B�p(Lp(
)) � C:Therefore, using (3.12), and summing over the sets �j;k, k = 1; 2; : : :, givesX(I;�)2�oj jhv; �I;p0ij� � C 0@C2jXk=1 X(I;�)2�j;k 2�pm�jp�� � (��m)p�p��I 1A p��p� C 0@C2jXk=1 2j(d�1) � 2� pm�jp�� � (k2�j) (��m)p�p�� 1A p��p� C 0@2j(d�1� p��p�� ) C2jXk=1 k ((��m)p�p�� 1A p��p :11



We now choose m large enough that (m� �)� > 1 � �=p and obtainX(I;�)2�oj jhv; �I;p0ij� � C2j( (d�1)(p��)p ���):We now de�ne �o := [1j=0�oj and sum our last inequalities over all dyadic levelsj = 0; 1; : : : to �nd X(I;�)2�o jhv; �I;p0ij� � C 1Xj=0 2j( (d�1)(p��)p ���) � Cprovided (d � 1)(p � � )p � �� < 0; i.e., � > p(d � 1)p� + d � 1 : (3.13)This condition on � is equivalent to the condition on � given in the statement of thetheorem.Finally, we need to estimate the sum of wavelet coe�cients corresponding to the sets�j;0, j = 0; 1; : : :. Using H�older's inequality, and the fact that j�j;0j � C2j(d�1) givesX(I;�)2�j;0 jhv; �I;p0ij� � C2j(d�1)(1��=p)0@ X(I;�)2�j;0 jhv; �I;p0ijp1A�=p� C2j(d�1)(1��=p)2�j�� 0@ X(I;�)2�j;0 2�pjjhv; �I;p0ijp1A�=p :Hence, summing over all dyadic levels j and using H�older's inequality again, we �nd1Xj=0 X(I;�)2�j;0 jhv; �I;p0ij� � C 0@Xj�0 X(I;�)2�j;0 2�pjjhv; �I;p0ijp1A�=p0@Xj�0 2(� p��jp�� +(d�1)j)1A p��p :From Proposition (2.1), the �rst sum on the right side is bounded by CkvkB�p(Lp(Rd))which is in turn bounded by CkvkB�p (Lp(
)). The second sum on the right side is �nite ifthe exponent of 2j is negative or what is the same thing if� > p(d � 1)p� + d � 1 :This is the same restriction we had on � in (3.13) and corresponds to the condition on �stated in the theorem. We have therefore completed the veri�cation of (3.10) and havetherefore proved the theorem. 2We use the remainder of this section to explain how Theorem 3.2 can be used andto bring out the connections between this theorem and the results of Jerison and Kenig[JK]. 12



Jerison and Kenig (Theorem 5.1 of [JK]) have shown that for each 1 < p < 1,there is a range of values s such that if the boundary condition g is in the Besov spaceBsp(Lp(@
)), then the solution v to (1.2) is in the Besov space Bs+1=pp (Lp(
)). Thus,under these same conditions on g, Theorem 3.2 implies that v is in B�� (L�(
)), provided� < d(s+1=p)d�1 . In certain cases (namely if � > 1), the results of Theorem 3.1 follow fromtheir results.We single out for further mention only the case p = 2 in the following corollary.Corollary 3.1 Let 
 be a bounded Lipschitz domain in Rd. If v is a solution to theDirichlet problem (1.2) with g 2 W 1(L2(@
)) thenv 2 B�� (L� (
)); � = ��d + 12��1 ; 0 � � < 3d2(d� 1) : (3.14)Proof: If g 2 W 1(L2(@
)), then v 2 W 3=2(L2(
)) (see [JK]). The Corollary then fol-lows from Theorem 3.2. 2Note that if d = 2; 3, then � is permitted to be larger than 2 and � < 1. For d � 4,the corrollary can be also derived from Theorem 5.1 of [JK].Theorem 3.2 says that if an harmonic function v is in a Besov space B�p (Lp(
)), thenit is automatically in the Besov space B�� (L� (
)) of that theorem. By interpolation andembeddings for Besov spaces, we can conclude that v is in a family of Besov spacesBsq(Lq(
)) for a certain range of the parameters q and s. This is depicted in Figure 1 forthe special case � = 3=2, p = 2, d = 2 of Corollary 3.1. If v 2 B3=22 (L2(
)), then it is inBsq(Lq(
)) whenever (1=q; s) is in the interior of the quadrilateral with vertices (1=2; 0),(1=2; 3=2), (2; 0), (2; 3). The heavy line connecting (1=2; 0) to (2; 3) corresponds to thespaces B�� (L�(
)) of Theorem 3.2.
13
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Figure 1: Regularity spaces when g 2 B12(L2(@
)); v 2 B3=22 (L2(
)); 
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4 Regularity Estimates for Laplace's equationThere is a general strategy for reducing the boundary value problem (1.1) to the Dirichletproblem (1.2) for harmonic functions which proceeds as follows. Suppose that f is insome space X�(
) which can be a smoothness space like B�p (Lp(
)) or W �(Lp(
)) oran Lp(
) space (in the case � = 0). We can extend f to a compactly supported function~f de�ned on all of Rd which is in the space X�(Rd). We solve the problem (1.1) withf replaced by ~f and with 
 replaced by a C1 domain ~
 which strictly contains 
. Forsuitable X�, the solution ~u will be in X�+2(~
). We can write the solution u to (1.1) asu = ~u� v on 
; (4.1)where v is the solution to the Dirichlet problem4v = 0 on 
; (4.2)vj@
 = ~uj@
 =: g:14



We use a trace theorem to infer smoothness of g on @
. In this way, a regularitytheorem can be deduced for u from regularity theorems for v. We give one example ofthis approach which employs our regularity results. Several new variants are possible.Theorem 4.1 Let 
 be a bounded Lipschitz domain in Rd. Then, there is an 0 < � < 1depending only on the Lipschitz character of 
 such that whenever u is a solution to�4u = f on 
 � Rd; (4.3)u = 0 on @
with f 2 B��2p (Lp(
)), � := dd�1 (1 + 1p), 1 < p � 2 + �, then u 2 B�� (L�(
)), � =(�=d + 1=p)�1, for all 0 < � < �.Proof: Using the approach outlined above, we have ~u 2 B�p (Lp(~
)). Hence, bythe embeddings of Besov spaces: B�p (Lp(
)) ,! B�p (L�(
)) ,! B�� (L� (
)); we have~u 2 B�� (L� (
)) for any �; � as in the statement of the theorem. Since � > 1=p, wecan use the trace theorem of Jonsson and Wallin (p. 209 in [JW]) to conclude thatg 2 B�p (Lp(@
)) for every � < 1. From the regularity theorem of Jerison and Kenig(Theorem 5.1 of [JK]), v is in B�+1=pp (Lp(
)) for every � < 1. Theorem 3.2 now im-plies that v 2 B�� (L�(
)) for every � and � as in the statement of the theorem. Sinceu = ~u� v, the theorem follows. 2Acknowledment. The authors would like to thank Reinhold Schneider for bringingour attention to the problems studied in this paper and to Marius Mitrea for valuablediscussions concerning potential theory.References[A] R.A. Adams, Sobolev Spaces, Academic Press, New York (1975).[BR] I. Babuska and W.C. Rheinboldt, A posteriori error estimates for �nite elementcomputations, SIAM J. Numer. Anal. 15 (1978), 736{754.[BW] R.E. Bank and A. Weiser, Some a posteriori error estimators for elliptic partialdi�erential equations, Math. Comp. 44 (1985), 283{301.[BL] J. Bergh and J. L�ofstr�om, Interpolation Spaces, Springer Verlag, Berlin-Heidelberg-New York (1976).[B] S. Bertoluzza, A posteriori error estimates for wavelet Galerkin methods,Preprint Nr. 935, Istituto di Analisi Numerica, Pavia, (1994).[CDD] A. Cohen, W. Dahmen, and R. DeVore, Multiscale decompositions on boundeddomains, IGPM-Bericht, Nr. 113 (1995), RWTH Aachen.15
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