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SINGULAR EQUIVARIANT ASYMPTOTICS AND WEYL’S LAW.

ON THE DISTRIBUTION OF EIGENVALUES OF AN

INVARIANT ELLIPTIC OPERATOR

PABLO RAMACHER

Abstract. We study the spectrum of an invariant, elliptic, classical pseudodifferential operator
on a closed G-manifold M , where G is a compact, connected Lie group acting effectively and
isometrically on M . Using resolution of singularities, we determine the asymptotic distribution
of eigenvalues along the isotypic components, and relate it with the reduction of the correspond-
ing Hamiltonian flow, proving that the reduced spectral counting function satisfies Weyl’s law,
together with an estimate for the remainder.
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1. Introduction

The asymptotic distribution of eigenvalues of an elliptic operator has been object of mathemat-
ical research for a long time. It was first studied by Weyl [42] for certain second order differential
operators in Euclidean space using variational techniques, followed by work of Carleman [11], Mi-
nakshishundaram and Pleijel [35], G̊arding [20], and Avacumovič [4]. Later, Hörmander [27] and
Duistermaat-Guillemin [16] extended these results to elliptic pseudodifferential operators on com-
pact manifolds within the theory of Fourier integral operators. In this paper, we shall consider
this problem in the case that additional symmetries are present.

Let M be a compact, connected, n-dimensional Riemannian manifold without boundary, dM
its volume density, and

P0 : C∞(M) −→ L2(M)

an elliptic, classical pseudodifferential operator of order m on M , regarded as an operator in the
Hilbert space L2(M) of square integrable functions on M with respect to dM , its domain being
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2 PABLO RAMACHER

the space C∞(M) of smooth functions on M . Assume that P0 is positive and symmetric, which
implies that P0 has a unique self-adjoint extension P . Due to the compactness of M , the spectrum
of P is discrete. Consider now in addition a compact, connected Lie group G, acting effectively and
isometrically on M , and assume that P commutes with the regular representation of G in L2(M).
In this situation, each eigenspace of P becomes a unitary G-module, and it is a natural question
to ask about the distribution of the spectrum of P along the isotypic components of L2(M) in the
decomposition

L2(M) #
⊕

χ∈Ĝ

L2(M)(χ),

and the way it is related to the reduction of the corresponding Hamiltonian flow. It is described
by the reduced spectral counting function Nχ(λ) = dχ

∑
t≤λmultχ(t), where multχ(t) denotes the

multiplicity of the unitary irreducible representation πχ corresponding to the character χ ∈ Ĝ in
the eigenspace Et of P belonging to the eigenvalue t. Let T ∗M be the cotangent bundle of M ,
p(x, ξ) the principal symbol of P0, and S∗M = {(x, ξ) ∈ T ∗M : p(x, ξ) = 1}. In his classical paper
[27], Hörmander showed that the spectral counting function N(λ) =

∑
t≤λ dimEt satisfies Weyl’s

law

(1) N(λ) =
volS∗M

n(2π)n
λn/m +O(λ(n−1)/m), λ→ +∞,

and it has been a long-standing open question whether a similar description for Nχ(λ) can be
achieved. While in the general case of effective group actions the leading term was obtained via
heat kernel methods by Donnelly [14] and Brüning–Heintze [10], estimates for the remainder are
not accessible via this approach. On the other hand, the derivation of remainder estimates within
the framework of Fourier integral operators meets with serious difficulties when singular orbits are
present, and until recently could only be obtained for finite group actions, or actions with orbits
of the same dimension as in the work of Donnelly [14], Brüning–Heintze [10], Brüning [9], Helffer–
Robert [23, 24], Guillemin–Uribe [22], and El-Houakmi–Helffer [19]. It was only in Ramacher [37]
and Cassanas–Ramacher [12] that first partial results towards more general group actions were
obtained within the setting of approximate spectral projections using resolution of singularities.
The goal of this paper is to generalize this approach, and give an asymptotic description of Nχ(λ)
analogous to (1) for general effective group actions within the theory of Duistermaat, Guillemin,
and Hörmander.

In order to explain the difficulties in a more detailed way, denote by Q = (P )1/m the m-th root
of P given by the spectral theorem, which is a classical pseudodifferential operator of order 1 with
principal symbol q(x, ξ) = p(x, ξ)1/m. If 0 < λ1 ≤ λ2 ≤ . . . are the eigenvalues of P repeated
according to their multiplicity, the eigenvalues of Q are µj = (λj)1/m. Let {dEQ

µ } be the spectral
resolution of Q. The starting point of the method of Fourier integral operators is the Fourier
transform of the spectral measure

U(t) =

∫
e−itµdEQ

µ = e−itQ, t ∈ R,

which constitutes a one-parameter group of unitary operators in L2(M). Although U(t) itself is
not trace-class, it has a distribution trace given by the tempered distribution

trU(·) : S(R) ' % (−→
∫ ∞∑

j=1

e−itµj%(t)dt =
∞∑

j=1

%̂(µj) <∞,
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which is the Fourier transform of the spectral distribution

σ(µ) =
∞∑

j=1

δ(µ− µj).

An asymptotic description of the spectrum of P is then attained by studying the singularities of
the distribution kernel of U(t) and of trU(·) for small |t|. To be more precise, let Ω1/2 denote the
bundle of half-densities over M , and U1/2 the operator which assigns to u0 ∈ C∞(M,Ω1/2) the
solution u ∈ C∞(R×M,Ω1/2) of the Cauchy problem

(
i−1 ∂t +Q1/2

)
u = 0, u(0, x) = u0(x),

where Q1/2u = dM1/2 Q(u dM−1/2). Then U1/2 : C∞(M,Ω1/2) → C∞(R × M,Ω1/2) can be

characterized globally as a Fourier integral operator with kernel U ∈ I−1/4(R ×M,M ;C′) and
canonical relation

C =
{
((t, τ), (x, ξ), (y, η)) : (x, ξ), (y, η) ∈ T ∗M \ 0, (t, τ) ∈ T ∗R \ 0,

τ + q(x, ξ) = 0, (x, ξ) = Φt(y, η)
}
,

where Φt is the flow in T ∗M \ 0 of the Hamiltonian vector field associated to q, and C′ =
{((t, τ), (x, ξ), (y,−η)) : ((t, τ), (x, ξ), (y, η)) ∈ C} [16]. This implies that σ̂ is a Fourier integral
operator as well, and the study of its singularity at t = 0 leads to the main result

σ̂
(
%̌ei(·)µ
)
=

∞∑

j=1

%̂(µ− µj) ∼ (2π)1−n
∞∑

k=0

ckµ
n−1−k, µ→ +∞,

for suitable % ∈ S(R), where %̌(t) = %(−t), with in principle known coefficients ck. For µ→ −∞, the
above expression is rapidly decreasing. From this, (1) follows using a Tauberian theorem. To obtain
a similar description of Nχ(λ), one needs an asymptotic expansion of the sum

∑∞
j=1 m

Q
χ (µj)%̂(µ−

µj) for suitable % ∈ S(R), wheremQ
χ (µj) = dχmultQχ (µj)/dimEQ

µj
, multQχ (µj) being the multiplicity

of the irreducible representation πχ in the eigenspace EQ
µj

of Q belonging to the eigenvalue µj . In
this way, we are led to study the singularities of the distribution trace of Pχ◦U(t), where Pχ denotes
the projector onto the χ-isotypic component L2(M)(χ). This trace is the Fourier transform of

σχ(µ) =
∞∑

j=1

mQ
χ (µj) δ(µ− µj),

and it turns out that, when regarding σ̂χ as a distribution density on R of order 1/2, σ̂χ =
dχπ∗ χ̄Γ∗ U , where π : R × G ×M → R is the projection (t, g, x) (→ t, and Γ : R × G ×M →
R×M ×M the mapping (t, g, x) (→ (t, x, gx). Both the pushforward π∗ and the pullback Γ∗ can
be characterized as Fourier integral operators, but in general, neither their composition π∗ χ̄Γ∗

nor σ̂χ have smooth wavefront sets. Indeed, as pointed out in [14],

WF(σ̂χ) ={(t, τ) : there exist x, η, g such that (x, η) ∈ Ω,

(x,−g∗η) = Φt(gx, η), τ + q(x,−g∗η) = 0},

where Ω = J−1(0) denotes the zero level of the canonical symplectic momentum map J : T ∗M →
g∗. If the underlying group action is not free, J is no longer a submersion, so that Ω is not
a smooth manifold. Therefore σ̂χ fails to be a Fourier integral operator in general, so that, a
priori, it is not clear how to describe its singularities by the method of Duistermaat, Guillemin,
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and Hörmander. Ultimately, the difficulties arise from the necessity to understand the asymptotic
behavior of oscillatory integrals of the form

I(µ) =

∫

T∗Y

∫

G
eiµΦ(x,ξ,g)a(gx, x, ξ, g) dg d(T ∗Y )(x, ξ), µ→ +∞,

via the stationary phase theorem, where (κ, Y ) are local coordinates on M , d(T ∗Y )(x, ξ) is the
canonical volume density on T ∗Y , and dg the volume density on G with respect to some left
invariant Riemannian metric on G, while a ∈ C∞

c (Y ×T ∗Y ×G) is an amplitude which might also
depend on µ, and Φ(x, ξ, g) = 〈κ(x)− κ(gx), ξ〉. For this, it would be necessary that the critical
set of the phase function Φ(x, ξ, g)

Crit(Φ) = {(x, ξ, g) ∈ (Ω ∩ T ∗Y )×G : g · (x, ξ) = (x, ξ)}

were a smooth manifold, which, nevertheless, is only true for free group actions. In the case of
general effective actions the stationary phase theorem can therefore not immediately be applied to
the study of integrals of the type I(µ), compare [9].

In this paper, we shall show how to overcome this obstacle by partially resolving the singularities
of C = {(x, ξ, g) ∈ Ω×G : g · (x, ξ) = (x, ξ)}, and applying the stationary phase principle in a
suitable resolution space. This will be achieved by constructing a resolution of the set

N = {(x, g) ∈M : gx = x} , M = M ×G,

which is equivalent to a monomialization of its ideal sheaf IN ⊂ EM, where EM denotes the
structure sheaf of M. To be more precise, put X = T ∗M ×G, and let IC ⊂ EX be the ideal sheaf
of C. Consider further the local ideal IΦ = (Φ) generated by the phase function Φ, together with
its vanishing set VΦ. The derivative of IΦ is given by D(IΦ) = IC|T∗Y×G, and Crit(Φ) ⊂ VΦ. The

main idea is to construct a resolution of N , yielding a partial resolution Z : X̃ → X of C, and a
partial monomialization of IΦ according to

Z∗(IΦ) · Ex̃,X̃ =
∏

j

σ
lj
j · Z−1

∗ (IΦ) · Ex̃,X̃ , x̃ ∈ X̃,

in such a way that D(Z−1
∗ (IΦ)) is a resolved ideal sheaf. Here Z∗(IΦ) denotes the inverse image

ideal sheaf, Z−1
∗ (IΦ) the weak transform of IΦ,while the σj are local coordinate functions, and

lj are natural numbers. As a consequence, the phase function factorizes locally according to

Φ ◦ Z ≡
∏

σ
lj
j · Φ̃wk, and we show that the weak transforms Φ̃wk have clean critical sets in the

sense of Bott [7]. An asymptotic description of the integrals I(µ) can then be obtained by pulling
them back to the resolution space X̃, and applying the stationary phase theorem to the weak
transforms Φ̃wk with the variables σj as parameters. The desingularization of N will rely on the
stratification of M into orbit types, and consist of a series of monoidal transformations over M
where the centers are successively chosen as isotropy bundles over unions of maximally singular
orbits.

The main result of the present paper is formulated in Theorem 12. It states that the reduced
spectral counting function satisfies Weyl’s law

Nχ(λ) =
dχ[πχ|H : 1]

(n− κ)(2π)n−κ
vol [(Ω ∩ S∗M)/G]λ

n−κ
m +O

(
λ(n−κ−1)/m(logλ)Λ

)
, λ→ +∞,

provided that n−κ ≥ 1, where κ is the dimension of a G-orbit of principal type, dχ the dimension
of the irreducible representation πχ, [πχ|H : 1] the multiplicity of the trivial representation in the
restriction of πχ to a principal isotropy group H , and Λ a natural number which is bounded by
the number of orbit types of the G-action on M . The paper itself is structured as follows. Section
2 describes the theory of Duistermaat, Guillemin and Hörmander of spectral asymptotics in the
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equivariant setting, and explains how the problem of determining Nχ(λ) reduces to the study of
integrals of the type I(µ) as µ → +∞. Section 3 contains some general remarks on compact
group actions and the momentum map, followed by the computation of the critical set of the phase
function Φ. Singular asymptotics are discussed in Section 4, after a brief account on the stationary
phase principle and resolution of singularities. In Section 5, the desingularization process is carried
out, giving way in Sections 6 and 7 to the phase analysis of the weak transforms Φ̃wk. Asymptotics
for integrals of the type I(µ) are then obtained in Section 8, while the proof of the main result is
given in Section 9.

Singular equivariant asymptotics with reminder estimates were previously obtained by Brüning-
Heintze [10] and Duistermaat-Kolk-Varadarajan [18] for the spectrum of a discrete, uniform sub-
group Γ of a connected, semisimple Lie group G with maximal compact subgroup K. In the first
case, a reminder estimate for the Gelfand-Gangolli-Wallach formula is given, which describes the
distribution of eigenvalues of the Casimir operator along the isotypic components of L2(Γ\G). For
torsion-free Γ, this corresponds to the distribution of eigenvalues of the Bochner-Laplace operator
on the spaces L2(Γ \G/K,Eχ), where Eχ denotes the vector bundle on Γ \G/K induced by an
arbitrary χ ∈ K̂. In the second case, and under the assumption that Γ has no torsion, asymptotics
for the spectral counting function of the Laplace-Beltrami operator ∆ on L2(Γ\G/K) # L2(Γ\G)K

are derived. This amounts to an asymptotic description of Nχ(λ) for ∆ on L2(Γ \G) in case that
χ corresponds to the trivial representation, and Theorem 12 generalizes this result to arbitrary
χ ∈ K̂, and subgroups Γ with torsion, as well as arbitrary invariant, elliptic, classical pseudodif-
ferential operators. This is explained in Section 10.

Acknowledgments. The author wishes to express his gratitude to Mikhail Shubin for intro-
ducing him to this subject, and to his former collaborator Roch Cassanas. He also would like to
thank Richard Melrose, Werner Müller and Michèle Vergne for valuable conversations. This re-
search was completed while the author was a member of the Mathematical Institute of Göttingen
University, and financed by the grant RA 1370/2-1 of the German Research Foundation (DFG).

2. Fourier integral operators and equivariant asymptotics

Generalities. Let M be a compact, connected, n-dimensional Riemannian manifold, and G a
compact, connected Lie group of dimension d, acting effectively and isometrically on M . Denote
the canonical volume density on M by dM [40], page 112, and choose a left invariant Riemannian
metric on G with volume density dg. Let P0 be an elliptic, classical pseudodifferential operator
of order m on M , regarded as an operator in L2(M) with domain C∞(M), and assume that P0

is positive and symmetric. Then P0 has a unique self-adjoint extension P with the m-th Sobolev
space Hm(M) as domain. Moreover, the spectrum of P is discrete. Assume now that P commutes
with the regular representation of G in L2(M) given by

T (g)ϕ(x) = ϕ(g−1x), g ∈ G.

Then every eigenspace of P becomes a unitary G-module, and it is natural to ask about the
distribution of the spectrum of P along the isotypic components of L2(M), which is described by
the reduced spectral counting function Nχ(λ) introduced in the previous section. We shall study
this problem within the theory of Fourier integral operators developed by Hörmander, Duistermaat
and Guillemin [27, 16], and consider for this the m-th root Q = (P )1/m of P given by the spectral
theorem. By Seeley, Q is a classical pseudodifferential operator of order 1 with principal symbol
q(x, ξ) = p(x, ξ)1/m and domain H1(M). If 0 < λ1 ≤ λ2 ≤ . . . are the eigenvalues of P repeated
according to their multiplicity, the eigenvalues of Q are µj = (λj)1/m. Denote by {dEQ

µ } the
spectral resolution of Q. The starting point of the method developed by Hörmander, and which
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goes back to work of Avacumovič and Lewitan, is the Fourier transform of the spectral measure

U(t) =

∫
e−itµdEQ

µ = e−itQ, t ∈ R,

which constitutes a one-parameter group of unitary operators in L2(M). Now, if {ej} denotes an
orthonormal basis of eigenfunctions in L2(M) of Q corresponding to the eigenvalues {µj}, then

(2) U(t)u =
∞∑

j=1

e−itµj (u, ej)L2 ej ,

where u ∈ C∞(M), and u ∈ Hs(M), s ∈ Z, the sum converging in the C∞-, and Hs-topology,
respectively, see [38], page 151. Thus, the distribution kernel of the operator U(t) : C∞(M) →
C∞(M) ⊂ D′(M) can be written as

U(t, x, y) =
∞∑

j=1

e−itµj ej(x) ej(y) ∈ D′(M ×M).

Although U(t) itself is not trace-class, it has a distribution trace given by the tempered distribution

trU(·) : S(R) ' % (−→
∫ ∞∑

j=1

e−itµj%(t)dt =
∞∑

j=1

%̂(µj) <∞.

Indeed, for N0 ∈ N, P−N0 is a classical pseudodifferential operator of order −N0m. If N0m > n,
its kernel is continuous, and P−N0 is Hilbert-Schmidt, so that

∑∞
j=1 λ

−2N0
j < ∞. Moreover, for

% ∈ S(R) the infinite sum
∑∞

j=1 %̂(µj)ej(x) ej(y) converges in C∞(M ×M), see [21], page 133.

Because the Fourier transform is an isomorphism in S(R), we conclude that trU(t) =
∑∞

j=1 e
−itµj

is the Fourier transform of the spectral distribution

σ(µ) =
∞∑

j=1

δ(µ− µj),

proving at the same time that σ is tempered. An asymptotic description of the spectrum of
P is then attained by studying the singularities of U(t, x, y) and trU(·) for small |t|. For this,
Hörmander locally approximated the operator U(t) by Fourier integral operators, which solve
the Cauchy problem approximately. More precisely, let U1/2 be the operator which assigns to
u0 ∈ C∞(M,Ω1/2) the solution u ∈ C∞(R×M,Ω1/2) of the hyperbolic Cauchy problem

(
i−1 ∂t +Q1/2

)
u = 0, u(0, x) = u0(x),

where Ω1/2 denotes the bundle of half-densities over M , and Q1/2u = dM1/2Q(u dM−1/2). It
can then be shown [16], Theorem 1.1, that U1/2 : C∞(M,Ω1/2) → C∞(R × M,Ω1/2) can be

characterized globally as a Fourier integral operator with kernel U ∈ I−1/4(R × M,M,C′) and
canonical relation

C =
{
((t, τ), (x, ξ), (y, η)) : (x, ξ), (y, η) ∈ T ∗M \ 0, (t, τ) ∈ T ∗R \ 0,

τ + q(x, ξ) = 0, (x, ξ) = Φt(y, η)
}
,

(3)

where Φt is the flow in T ∗M \ 0 of the Hamiltonian vector field associated to q. This implies that
the Fourier transform U1/2(t) : C

∞(M,Ω1/2)→ C∞(M,Ω1/2) of the spectral measure of Q1/2 is a
Fourier integral operator of order 0 defined by the canonical transformation Φt, and that σ̂ can be
characterized as a Fourier integral operator too, see [16], pp. 66. Moreover,

sing suppU1/2 =
{
(t, x, y) ∈ R×M ×M : (x, ξ) = Φt(y, η) for suitable ξ ∈ T ∗

xM \ 0, η ∈ T ∗
yM \ 0

}
,
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and similarly, WF (σ̂) ⊂ {(t, τ) : τ < 0 and (x, ξ) = Φt(x, ξ) for some (x, ξ)}, so that σ̂ is smooth
on the complement of the set of periodic orbits. The study of the singularity of σ̂ = trU at t = 0
then leads to the main result of Hörmander

σ̂
(
%̌ei(·)µ
)
=

∞∑

j=1

%̂(µ− µj) ∼ (2π)1−n
∞∑

k=0

ckµ
n−1−k, µ→ +∞,

for suitable % ∈ S(R), %̌(t) = %(−t), and with in principle known coefficients ck, while for µ→ −∞
the expression is rapidly decreasing. From this, Weyl’s classical law (1) follows by a Tauberian
theorem.

Let us now come back to our initial question. To obtain a description of Nχ(λ), and to under-
stand the way it is related to the reduction of the corresponding Hamiltonian flow [22], we would like
to find an asymptotic expansion of

∑∞
j=1 m

Q
χ (µj)%̂(µ−µj) for suitable % ∈ S(R), where mQ

χ (µj) =

dχmultQχ (µj)/dimEQ
µj
. This amounts to study the singularities of

∑∞
j=1 m

Q
χ (µj) e−itµj ∈ S ′(R).

It corresponds to the distribution trace of Pχ ◦ U(t), Pχ being the projector onto the χ-isotypic
component L2(M)(χ), and is the Fourier transform of

σχ(µ) =
∞∑

j=1

mQ
χ (µj) δ(µ− µj).

In what follows, denote by π : R×G×M → R the projection (t, g, x) (→ t, and by Γ : R×G×M →
R×M ×M the mapping (t, g, x) (→ (t, x, gx). The global theory of Fourier integral operators [14],
Lemma 7.1, implies that the transposed of the pullback, or pushforward π∗ : D′(R × G ×M) →
D′(R), can be characterized as a Fourier integral operator of class I−n/4−d/4(R,R × G ×M,C1)
with canonical relation

C1 =
{(

t, τ); (t, τ), (g, 0), (x, 0)
)}

.

It amounts to integration over M ×G. Similarly, the pullback Γ∗ : C∞(R×M ×M)→ C∞(R×
G×M) constitutes a Fourier integral operator of class In/4−d/4(R×G×M,R×M ×M,C2) with
canonical relation

C2 =
{(

t, τ), (g, x∗ξ2), (x, ξ1 + g∗ξ2); (t, τ), (x, ξ1), (gx, ξ2)
)}

,

where the map x : G → M is given by g (→ gx, and the map g : M → M by x (→ gx. A
computation then shows that if we regard σ̂χ as a distribution density on R of order 1/2, and π∗
and Γ∗ as maps between half densitites,

σ̂χ =
∞∑

j=1

mQ
χ (µj) e

−i(·)µj = dχπ∗ χ̄Γ∗ U ,

compare [16], page 66, and [14], Section 7. Now, although π∗, χ̄Γ∗, and U1/2 are Fourier integral
operators, their composition is not necessarily a Fourier integral operator. Indeed, the composition
of the canonical relations of π∗ and Γ∗ reads

C1 ◦ C2 =
{(

(t, τ); (t, τ), (x, ξ1), (gx, ξ2)
)
: x∗ξ2 = 0, ξ1 + g∗ξ2 = 0

}
.

But x∗ξ2 = 0 means that ξ2 ∈ Ann Tx(G · x). As will be explained in the next section, this is
equivalent to (x, ξ2) ∈ Ω = J−1(0), where J : T ∗M → g∗ is the canonical symplectic momentum
map, and we obtain

C1 ◦ C2 ◦ C ={(t, τ) : there exist x, η, g such that (x, η) ∈ Ω,

(x,−g∗η) = Φt(gx, η), τ + q(x,−g∗η) = 0}.

The singularities of σ̂χ are therefore determined by the restriction of Φt to Ω. Since for general
effective group actions, the zero level Ω is not smooth, neither C1 ◦C2 nor C1 ◦C2 ◦C are smooth
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submanifolds in this case. Consequently, neither π∗ χ̄Γ∗ nor σ̂χ are Fourier integral operators in
general. This faces us with serious difficulties when trying to study the singularities of σ̂χ within
the theory of Hörmander, Duistermaat, and Guillemin.

A trace formula. In what follows, we would like to understand the main singularity of σ̂χ at
t = 0 in greater detail. To this end, we shall first express

σ̂χ(%̌e
i(·)µ) =

∞∑

j=1

mQ
χ (µj)%̂(µ− µj), % ∈ S(R),

as the L2-trace of a certain operator. Observe that
∑∞

j=1 %̂(µj)ej(x)ej(y) ∈ C∞(M ×M) is the
Schwartz kernel of the bounded operator

∫ +∞

−∞
%(t)U(t)dt : L2(M) −→ L2(M),

which is defined as a Bochner integral. It is of L2-trace class, since its kernel is square integrable
over M ×M . Therefore

(4) Pχ ◦
∫ +∞

−∞
%(t)U(t)dt =

∫ +∞

−∞
%(t)Pχ ◦ U(t)dt

must be of trace class, too, where

Pχ = dχ

∫

G
χ(g)T (g) dg

denotes the projector onto the isotpyic component L2(M)(χ), and dχ the dimension of the irre-
ducible representation corresponding to the character χ ∈ Ĝ. We assert that kernel of the operator
(4) is given by

∑∞
j=1 %̂(µj)Pχej(x)ej(y) ∈ C∞(M ×M). Indeed, by choosing the eigenfunctions

{ej} according to the decomposition of the eigenspaces of Q into isotypic components, we can
assume that Pχej = 0 if ej /∈ L2(M)(χ), and Pχej = ej otherwise. By Sobolev’s inequality we
have

‖Pχej‖Ck ≤ ‖ej‖Ck ≤ c′ ‖ej‖Hk+n+1 ≤ c′′
∥∥Qk+n+1ej

∥∥
L2 ≤ c′′µk+n+1

j ,

showing that
∑

j %̂(µj)Pχej(x)ej(y) converges in C∞(M ×M), and with (2) one computes

∫ +∞

−∞
%(t)Pχ ◦ U(t)dt u(x) =

∫ +∞

−∞
%(t)

∞∑

j=1

e−itµj (u, ej)L2Pχej(x)dt

=

∫

M
u(y)

∞∑

j=1

∫ +∞

−∞
%(t)e−itµjPχej(x)ej(y) dt dM(y), u ∈ L2(M),

everything being absolutely convergent. As a consequence,

tr

∫ +∞

−∞
%(t)Pχ ◦ U(t)dt =

∞∑

j=1

%̂(µj)(Pχej , ej)L2 =
∞∑

j=1

%̂(µj)m
Q
χ (µj) = σ̂χ(%),

and we obtain the following L2-trace formula, which was already derived in [9].

Lemma 1. Let % ∈ S(R). Then

(5) σ̂χ(%e
i(·)µ) = tr

∫ +∞

−∞
%(t)eitµPχ ◦ e−itQdt = tr dχ

∫ +∞

−∞

∫

G
%(t)eitµχ(g)T (g) ◦ e−itQ dg dt.
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!

Let us now recall that U1/2 : C∞(M,Ω1/2) → C∞(R ×M,Ω1/2) can be characterized globally

as a Fourier integral operator of class I−1/4(R ×M,M,C′) with canonical relation given by (3).
This means that for each coordinate patch (κ, Y ), and sufficiently small t ∈ (−δ, δ), the kernel of
U1/2(t) can be described locally as an oscillatory integral of the form

Ũ(t, x̃, ỹ) =

∫

Rn

ei(ψ(t,x̃,η)−〈ỹ,η〉)a(t, x̃, η)d̄η

on any compactum in Y × Y , where x̃, ỹ ∈ Ỹ = κ(Y ) ⊂ Rn, and a ∈ S0phg is a classical symbol
with a(0, x̃, η) = 1, while ψ(t, x̃, η)− 〈ỹ, η〉 is the defining phase function of C in the sense that

C′ = {(t, ∂ ψ/ ∂ t), (x̃, ∂ ψ/ ∂ x̃), (∂ ψ/ ∂ η,−η)} ,

see [29], page 254. Here we employed the notation d̄η = (2π)−n dη, dη being Lebesgue measure in
Rn. Since τ+q(x, ξ) = 0 on C, and (x̃, ∂ ψ/ ∂ x̃) = (∂ ψ/ ∂ η, η) for t = 0, we deduce dx̃,ηψ(0, x̃, η) =
dx̃,η 〈x̃, η〉, so that ψ is the solution of the Hamilton-Jacobi problem

∂ ψ

∂ t
+ q
(
x,

∂ ψ

∂ x̃

)
= 0, ψ(0, x̃, η) = 〈x̃, η〉 ,

ψ being homogeneous of degree 1. To construct an approximation of U(t) : L2(M) → L2(M), let
{(κγ , Yγ)} be an atlas for M , {fγ} a corresponding partion of unity, and

v̂(η) =

∫

Rn

e−i〈ỹ,η〉v(ỹ) dỹ, v ∈ C∞
c (Ỹγ),

the Fourier transform of v. Write (κ−1
γ )∗ dM = βγ dỹ, and denote by Ũγ(t) the operator

[Ũγ(t)v](x̃) =

∫

Rn

eiψγ(t,x̃,η)aγ(t, x̃, η)v̂βγ(η)d̄η,

aγ and ψγ being as described above, and set Ūγ(t)u = [Ũγ(t)(u ◦ κ−1
γ )] ◦ κγ , u ∈ C∞

c (Yγ), so that
we obtain the diagram

C∞
c (Yγ)

Ūγ(t)−−−−→ C∞(Yγ)

κ∗γ

/
/κ∗γ

C∞
c (Ỹγ)

Ũγ(t)−−−−→ C∞(Ỹγ)

Consider further test functions f̄γ ∈ C∞
c (Yγ) satisfying f̄γ ≡ 1 on supp fγ , and define

Ū(t) =
∑

γ

Fγ Ūγ(t) F̄γ ,

where Fγ , F̄γ denote the multiplication operators corresponding to fγ and f̄γ , respectively. Then
the result of Hörmander implies that

(6) R(t) = U(t)− Ū(t) is an operator with smooth kernel,
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compare [21], page 134. Next, one computes for u ∈ C∞(M)

FγŪγ(t)F̄γu(x) = fγ(x)[Ũγ(t)(f̄γu ◦ κ−1
γ )] ◦ κγ(x)

= fγ(x)

∫

Rn

eiψγ (t,κγ(x),η)aγ(t, κγ(x), η)[
̂βγ(f̄γu ◦ κ−1

γ )](η)d̄η

=

∫

Ỹγ

∫

Rn

fγ(x)e
i[ψγ (t,κγ(x),η)−〈ỹ,η〉]aγ(t, κγ(x), η)(f̄γu)(κ

−1
γ (ỹ))βγ(ỹ)dỹ d̄η

=

∫

Yγ

[
fγ(x)

∫

Rn

ei[ψγ(t,κγ(x),η)−〈κγ(y),η〉]aγ(t, κγ(x), η)d̄ηf̄γ(y)
]
u(y)dM(y),

where the last two expressions are oscillatory integrals with suitable regularizations. With (6) and
the previous lemma we therefore obtain for σ̂χ(%ei(·)µ) the expression

dχ
(2π)n

∑

γ

∫ +∞

−∞

∫

G

∫

T∗Yγ

%(t)eitµχ(g)fγ(g
−1x)ei[ψγ (t,κγ(g

−1x),η)−〈κγ(x),η〉]aγ(t, κγ(g
−1x), η)

f̄γ(x)d(T
∗Yγ)(x, η) dg dt+O(|µ|−∞),

where d(T ∗Yγ)(x, η) denotes the canonical volume density on T ∗Yγ , and % ∈ C∞
c (−δ, δ). After the

substitution x′ = g−1x we get the following

Corollary 1. For % ∈ C∞
c (−δ, δ) one has the equality

σ̂χ(%e
i(·)µ) =

dχ
(2π)n

∑

γ

∫ +δ

−δ

∫

G

∫

T∗Yγ

ei
[
ψγ(t,κγ(x),η)−〈κγ(gx),η〉+tµ

]
%(t)χ(g)fγ(x)

aγ(t, κγ(x), η)f̄γ(gx)Jγ(g, x)d(T
∗Yγ)(x, η) dg dt+O(|µ|−∞),

where Jγ(g, x) is a Jacobian.

!

The singularity of σ̂χ at t=0. So far we have expressed σ̂χ as an oscillatory integral. In order
to study it by means of the stationary phase theorem, let us remark that since ψγ is homogeneous
in η of degree 1, Taylor expansion for small t gives

ψγ(t, x̃, η) = ψγ(0, x̃, η) + t
∂ ψγ
∂ t

(0, x̃, η) +O(t2)|η| = 〈x̃, η〉 − tqγ(x̃, η) +O(t2)|η|,

where we wrote qγ(x̃, η) = q(κ−1
γ (x̃), η). In other words, there exists a smooth function ζγ which

is homogeneous in η of degree 1 satisfying

ψγ(t, x̃, η) = 〈x̃, η〉 − tζγ(t, x̃, η),

ζγ(0, x̃, η) = qγ(x̃, η), −2 ∂t ζγ(0, x̃, η) = 〈∂η qγ(x̃, η), ∂x̃ qγ(x̃, η)〉 .
(7)

Let us now define

F(τ, x̃, η) =

∫ +∞

−∞
eitτ%(t)aγ(t, x̃, η)e

iO(t2)|η|dt.

Clearly, F(τ, x̃, η) is rapidly decaying as a function in τ . More precisely, since aγ ∈ S0phg,

(8) |F(τ, x̃, η)| ≤ CN (1 + τ2)−N , ∀N ∈ N, x̃ ∈ Ỹγ , η ∈ Rn,

for some constant CN > 0 which depends only on N . Next note that qγ(x̃, ω) ≥ const > 0 for all
x̃ and ω ∈ Sn−1 = {η ∈ Rn : ‖η‖ = 1}. There must therefore exist a constant C > 0 such that

C|η| ≥ qγ(x̃, η) ≥
1

C
|η| ∀x̃ ∈ Ỹγ , η ∈ Rn,
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which implies that for fixed µ, F(µ− qγ(x̃, η), x̃, η) is rapidly decaying in η. This yields a regular-
ization of the oscillatory integral in the previous corollary, and we obtain

σ̂χ(%e
i(·)µ) =

dχ
(2π)n

∑

γ

∫

G

∫

T∗Yγ

ei〈κγ(x)−κγ(gx),η〉χ(g)fγ(x)F(µ − q(x, η), κγ(x), η)

f̄γ(gx)Jγ(g, x)d(T
∗Yγ)(x, η) dg +O(|µ|−∞).

But even more is true. If we replace µ by −ν, then (µ− qγ(x̃, η))2 ≥ 2νqγ(x̃, η) ≥ 2ν|η|/C. From
(8) we therefore infer that σ̂χ(%ei(·)µ) is rapidly decreasing as µ→ −∞, reflecting the positivity of
the spectrum. Assume now that |1− qγ(x̃, η/µ)| ≥ const > 0. Then

|F(µ− qγ(x̃, η), x̃, η)| ≤ CN+M
1

|µ|N
1

|1− qγ(x̃, η/µ)|N
1

|µ− qγ(x̃, η)|M

≤ CN+M
1

|µ|N
1

|µ− qγ(x̃, η)|M

for arbitrary N,M ∈ N. Let therefore 0 ≤ α ∈ C∞
c (1/2, 3/2) be such that α ≡ 1 in a neighborhood

of 1, so that

1− α(qγ(x̃, η/µ)) 4= 0 =⇒ |1− qγ(x̃, η/µ)| ≥ const > 0.

Substituting η = µη′, we can rewrite σ̂χ(%ei(·)µ) as

σ̂χ(%e
i(·)µ) =

|µ|ndχ
(2π)n

∑

γ

∫ +δ

−δ

∫

G

∫

T∗Yγ

eiµ
[
ψγ(t,κγ(x),η)−〈κγ(gx),η〉+t

]
%(t)χ(g)fγ(x)

aγ(t, κγ(x), µη)f̄γ(gx)Jγ(g, x)α(q(x, η))d(T
∗Yγ)(x, η) dg dt+O(|µ|−∞),

where all integrals are absolutely convergent. Now, since ζγ(0, x̃, ω) = qγ(x̃, ω), there exists a
constant C > 0 such that for sufficiently small t ∈ (−δ, δ)

C ≥ ζγ(t, x̃, ω) ≥
1

C
∀x̃ ∈ Ỹγ , ω ∈ K,

K being a compactum. By introducing the coordinates η = Rω, R > 0, ζγ(t, κγ(x), ω) = 1, one
finally arrives at the following

Proposition 1. Let δ > 0 be sufficiently small, and % ∈ C∞
c (−δ, δ). Then, as µ→ +∞,

σ̂χ(%e
i(·)µ) =

µndχ
(2π)n

∑

γ

∫

R

∫

R

eiµ[t−Rt]

∫

G

∫

S∗
t Yγ

eiRµ〈κγ(x)−κγ(gx),ω〉%(t)χ(g)fγ(x)

aγ(t, κγ(x), µRω)f̄γ(gx)Jγ(g, x)α(Rq(x, ω))d(S∗
t Yγ)(x, ω) dgR

n−1 dRdt,

up to terms of order O(µ−∞), where S∗
t Yγ = {(x, ω) ∈ T ∗Yγ : ζγ(t, κγ(x), ω) = 1}. Here d(S∗

t Yγ)(x, ω)
denotes the quotient of the volume density on T ∗Yγ by Lebesgue measure in R with respect to
ζγ(t, x̃, ω). On the other hand, σ̂χ(%ei(·)µ) is rapidly decaying as µ→ −∞.

!

Assume now that µ ≥ 1. To study the limit of σ̂χ(%ei(·)µ) as µ → +∞, we shall apply the
stationary phase principle to the Rt-integral first, and then to the integral over G×S∗

t Yγ . For the
later phase analysis, it will be convenient to replace the integration over G×S∗

t Yγ by an integration
over G× T ∗Yγ . Let us us therefore note that since α ∈ C∞

c (1/2, 3/2),

1/2 ≤ Rq(x, ω) ≤ 3/2 ∀x ∈ Yγ , ω ∈ (S∗
t Yγ)x.
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For sufficiently small δ we can therefore assume that the R-integration is over a compact intervall
in R+. Let now σ ∈ C∞

c (R) be a non-negative function with
∫
σ(s)ds = 1, and define ∆ε,r(s) =

ε−1σ((s − r)/ε), r ∈ R. Then

∆ε,r −→ δr as ε→ 0

with respect to the weak topology in E ′(R). Using this approximation of the δ-distribution and
the theorem of Lebesgue on bounded convergence we obtain for σ̂χ(%ei(·)µ) the expression

µndχ
(2π)n

∑

γ

∫

R

∫

R

eiµ[t−Rt]

∫

G

∫

S∗
t Yγ

lim
ε→0

∫

R+

eiµ〈κγ(x)−κγ(gx),sω〉%(t)χ(g)fγ(x)

aγ(t, κγ(x), µsω)f̄γ(gx)Jγ(g, x)α(q(x, sω))∆ε,R(s)s
n−1 ds d(S∗

t Yγ)(x, ω) dg dR dt

=
µndχ
(2π)n

lim
ε→0

∑

γ

∫

R

∫

R

eiµ[t−Rt]

∫

G

∫

T∗Yγ

eiµ〈κγ(x)−κγ(gx),η〉%(t)χ(g)fγ(x)

aγ(t, κγ(x), µη)f̄γ(gx)Jγ(g, x)α(q(x, η))∆ε,R(ζγ(t, κγ(x), η))d(T
∗Yγ)(x, η) dg dR dt,

since
∫
∆ε,r(s) ds = 1, and all integrals are over compact sets. Let us now apply the stationary

phase theorem to the Rt-integral for each fixed ε. We then arrive at the following

Theorem 1. Let % ∈ C∞
c (−δ, δ), and µ ≥ 1. For sufficiently small δ one has the asymptotic

expansion

σ̂χ(%e
i(·)µ) =

µn−1dχ%(0)

(2π)n−1
lim
ε→0

∑

γ

∫

G

∫

T∗Yγ

eiµ〈κγ(x)−κγ(gx),η〉χ(g)fγ(x)f̄γ(gx)Jγ(g, x)

∆ε,1(q(x, η)) d(T
∗Yγ)(x, η) dg +O(µn−2),

where

O(µn−2) = Cµn−2
∑

|β|≤5

sup
R,t

∣∣∣ ∂βR,t

∫

G

∫

T∗Yγ

eiµ〈κγ(x)−κγ(gx),η〉%(t)χ(g)fγ(x)

aγ(t, κγ(x), µη)f̄γ(gx)Jγ(g, x)α(q(x, η))∆ε,R(ζγ(t, κγ(x), η)) d(T
∗Yγ)(x, η) dg

∣∣∣.

For µ→ −∞, the expression σ̂χ(%ei(·)µ) is rapidly decaying.

Proof. Since (t, R) = (0, 1) is the only critical point of t−Rt, the assertion follows from the classical
stationary phase theorem [21], Proposition 2.3. !

We have thus partially unfolded the singularity of σ̂χ at t = 0. Theorem 1 shows that its
structure is more involved than in the non-equivariant setting, or in the case of finite group actions,
compare [16], pp. 46, and [9], pp 92. To obtain a complete description, we are therefore left with
the task of examining the asymptotic behavior of integrals of the form

I(µ) =

∫

T∗Y

∫

G
eiµΦ(x,ξ,g)a(gx, x, ξ, g) dg d(T ∗Y )(x, ξ), µ→ +∞,(9)

via the generalized stationary phase theorem, where (κ, Y ) are local coordinates on M , and dg is
the volume density of a left invariant metric on G, while a ∈ C∞

c (Y × T ∗Y ×G) is an amplitude
which might also depend on µ, and

(10) Φ(x, ξ, g) = 〈κ(x)− κ(gx), ξ〉 .

This will occupy us for the rest of this paper.
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3. Compact group actions and the momentum map

Compact group actions. We commence this section by briefly recalling some basic facts about
compact group actions that will be needed later. For a detailed exposition, we refer the reader to
[8]. Let G be a compact Lie group acting locally smoothly on some n-dimensional C∞-manifold
M , and assume that the orbit space M/G is connected. Denote the stabilizer, or isotropy group,
of a point x ∈M by

Gx = {g ∈ G : g · x = x}.
The orbit of x ∈M under the action of G will be denoted by G · x or, alternatively, by Ox, and is
homeomorphic to G/Gx. The equivalence class of an orbit Ox under equivariant homeomorphisms
is called its orbit type, and the conjugacy class (Gx) of Gx in G its isotropy type. Now, if K1 and
K2 are closed subgroups of G, a partial ordering of orbit and isotropy types is given by

type (G/K1) ≤ type (G/K2)⇐⇒ (K2) ≤ (K1)⇐⇒ K2 is conjugated to a subgroup of K1.

One of the main results in the theory of compact group actions is the following

Theorem 2 (Principal orbit theorem). There exists a maximum orbit type G/H for G on M .
The union M(H) of orbits of type G/H is open and dense, and its image in M/G is connected.

Proof. See [8], Theorem IV.3.1. !

Orbits of type G/H are called of principal type, and the corresponding isotropy groups are
called principal. A principal isotropy group has the property that it is conjugated to a subgroup
of each stabilizer of M . Let K ⊂ G be a closed subgroup containing H . An orbit of type G/K is
called singular, if dimK/H > 0, and exceptional, if K/H is finite and non-trivial, in which case
dimG/K = dimG/H , but type (G/K) 4= type (G/H). The following result says that there is a
stratification of G-spaces into orbit types.

Theorem 3. Let G and M be as above, K a subgroup of G, and denote the set of points on orbits
of type G/K by M(K). Then M(K) is a topological manifold, which is locally closed. Furthermore,
M(K) consists of orbits of type less than or equal to type G/K. The orbit map M(K)→M(K)/G
is a fiber bundle projection with fiber G/K and structure group N(K)/K.

Proof. See [8], Theorem IV.3.3. !

Let now Mτ denote the union of non-principal orbits of dimension at most τ .

Proposition 2. If κ is the dimension of a principal orbit, then dimM/G = n − κ, and Mτ is a
closed set of dimension at most n− κ+ τ − 1.

Proof. See [8], Theorem IV.3.8. !

Here the dimension of Mτ is understood in the sense of general dimension theory. In what
follows, we shall write SingM = M −M(H) = Mκ. Clearly,

SingM = M0 ∪ (M1 −M0) ∪ (M2 −M1) ∪ · · · ∪ (Mκ −Mκ−1),

where Mi −Mi−1 is precisely the union of non-principal orbits of dimension i, and M−1 = ∅, by
definition. Note that

Mi −Mi−1 =
⋃

j

M(Hi
j), Hi

j ⊂ G, dimG/Hi
j = i,

is a disjoint union of topological manifolds of possibly different dimensions. Now, a crucial feature
of smooth compact group actions is the existence of invariant tubular neighborhoods.
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Theorem 4 (Invariant tubular neighborhood theorem). Assume that G acts smoothly on M , and
let A be a closed G-invariant submanifold of M . Then A has an invariant tubular neighborhood,
that is, there exists a smooth G-vector bundle ξ : E → A on A together with an equivariant
diffeomorphism ψ : E → M onto an open neighborhood W of A such that the restriction of ψ to
the the zero section of ξ is the inclusion of A in M .

Proof. See [8], Theorem VI.2.2. !

Furthermore, by taking a G-invariant metric on M , W can be identified via the exponential
map with a neighborhood of the zero section in the normal bundle ν(A) of A. From now on, let M
be a closed, connected Riemannian manifold, and G a connected compact Lie group acting on M
by isometries. Relying on the stratification of M into orbit types, one can construct a G-invariant
covering of M as follows, compare [30], Theorem 4.20. Let (H1), . . . , (HL) denote the isotropy
types of M , and arrange them in such a way that

(Hi) ≥ (Hj) ⇒ i ≤ j.

By Theorem 3, M has a stratification into orbit types according to M = M(H1) ∪ · · · ∪M(HL),
and the principal orbit theorem implies that the set M(HL) is open and dense in M , while M(H1)
is a closed, G-invariant submanifold. Denote by ν1 the normal G-vector bundle of M(H1), and by
f1 : ν1 →M a G-invariant tubular neighbourhood of M(H1) in M . Take a G-invariant metric on
ν1, and put

Dt(ν1) = {v ∈ ν1 : ‖v‖ ≤ t} , t > 0.

We then define the compact, G-invariant submanifold with boundary

M2 = M − f1(
◦
D1/2 (ν1)),

on which the isotropy type (H1) no longer occurs, and endow it with a G-invariant Riemannian
metric with product form in a G-invariant collar neighborhood of ∂M2 in M2. Consider now
the union M2(H2) of orbits in M2 of type G/H2, a compact G-invariant submanifold of M2 with
boundary, and let f2 : ν2 →M2 be a G-invariant tubular neighbourhood of M2(H2) in M2, which
exists due to the particular form of the metric on M2. Taking a G-invariant metric on ν2, we define

M3 = M2 − f2(
◦
D1/2 (ν2)),

which constitutes a compactG-invariant submanifold with corners and isotropy types (H3), . . . (HL).
Continuing this way, one finally obtains the decomposition

M = f1(D1/2(ν1)) ∪ · · · ∪ fL(D1/2(νL)),

where we identified fL(D1/2(νL)) with ML, which leads to the covering

(11) M = f1(
◦
D1 (ν1)) ∪ · · · ∪ fL(

◦
D1 (νL)), fL(

◦
D1 (νL)) =

◦
ML .

We introduce now the set

(12) N = {(x, g) ∈M : gx = x} , M = M ×G,

which will play an important role later. If all isotropy groups of the G-action on M have the
same dimension, that is, if there are no singular orbits, N is a smooth manifold. Otherwise, N is
singular, as can be seen from Theorem 4. Clearly, N =

⋃
k IsoM(Hk), where IsoM(Hk)→M(Hk)

denotes the isotropy bundle on M(Hk), and by Proposition 2 we have

dim IsoM(Hk) = dimM(Hk) + dimHk ≤ n− κ+ τ − 1 + dimG− τ = dim IsoM(HL)− 1,

where 1 ≤ k ≤ L − 1, and τ = dimG/Hk. The regular part RegN is given by the union over all
total spaces IsoM(Hk) with non-singular isotropy type (Hk), and is in general not dense in N .
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The momentum map. We shall now discuss the canonical symplectic momentum map of a
closed, connected Riemannian manifold M on which a connected, compact Lie group G acts by
isometries, and the way it is related to our problem. Consider the cotangent bundle π : T ∗M →M ,
as well as the tangent bundle τ : T (T ∗M)→ T ∗M , and define on T ∗M the Liouville form

Θ(X) = τ(X)[π∗(X)], X ∈ T (T ∗M).

We regard T ∗M as a symplectic manifold with symplectic form

ω = dΘ,

and define for any element X in the Lie algebra g of G the function

JX : T ∗M −→ R, η (→ Θ(X̃)(η),

where X̃ denotes the fundamental vector field on T ∗M , respectively M , generated by X . Note that
Θ(X̃)(η) = η(X̃π(η)). Indeed, put γ(s) = e−sX · η, s ∈ (−ε, ε) for some ε > 0, so that γ(0) = η,

γ̇(0) = X̃η. Since π( e−sX · η) = e−sX · π(η), one computes

π∗(X̃η) =
d

ds
π ◦ γ(s)|s=0 =

d

ds
e−sX · π(η)|s=0 = X̃π(η).

Therefore
Θ(X̃)(η) = τ(X̃η)[π∗(X̃η)] = η(X̃π(η)),

as asserted. The function JX is linear in X , and due to the invariance of the Liouville form

LX̃Θ = dJX + ιX̃ω = 0, ∀X ∈ g,

where L denotes the Lie derivative. This means that G acts on T ∗M in a Hamiltonian way. The
corresponding symplectic momentum map is then given by

J : T ∗M → g∗, J(η)(X) = JX(η).

As explained in the previous section, we are interested in the asymptotic behavior of integrals of
the form (9), and would like to study them by means of the generalized stationary phase theorem,
for which we have to compute the critical set of the phase function Φ(x, ξ, g). Let (κ, Y ) be local
coordinates on M as in (9), and write κ(x) = (x̃1, . . . , x̃n), η =

∑
ξi(dx̃i)x ∈ T ∗

xY . One computes
then for any X ∈ g

d

dt
Φ(x, ξ, etX )|t=0 =

d

dt

〈
κ( e−tX x), ξ

〉
|t=0

=
∑

ξiX̃x(x̃i) =
∑

ξi(dx̃i)x(X̃x)

= η(X̃x) = Θ(X̃)(η) = J(η)(X).

Therefore Φ represents the global analogue of the momentum map; furthermore, their critical sets
are essentially the same. Indeed, one has

(13) ∂x̃ Φ(κ−1(x̃), ξ, g) = [1− T (κ ◦ g ◦ κ−1)∗,x̃]ξ = (1− g∗x̃) · ξ,
so that ∂x Φ(x, ξ, g) = 0 amounts precisely to the condition g∗ξ = ξ. Since ∂ξ Φ(x, ξ, g) = 0 if, and
only if gx = x, one obtains

Crit(Φ) =
{
(x, ξ, g) ∈ T ∗Y ×G : (Φ∗)(x,ξ,g) = 0

}
= {(x, ξ, g) ∈ (Ω ∩ T ∗Y )×G : g · (x, ξ) = (x, ξ)} ,

where Ω = J−1(0) is the zero level of the momentum map. Note that

(14) η ∈ Ω ∩ T ∗
xM ⇐⇒ η ∈ Ann(Tx(G · x)),

where Ann (Vx) ⊂ T ∗
xM denotes the annihilator of a vector subspace Vx ⊂ TxM . Now, the major

difficulty in applying the generalized stationary phase theorem in our setting stems from the fact
that, due to the orbit structure of the underlying group action, the zero level Ω of the momentum
map, and, consequently, the considered critical set Crit(Φ), are in general singular varieties. In fact,
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if the G-action on T ∗M is not free, the considered momentum map is no longer a submersion, so
that Ω and the symplectic quotient Ω/G are no longer smooth. Nevertheless, it can be shown that
these spaces have Whitney stratifications into smooth submanifolds, see [39], and [36], Theorems
8.3.1 and 8.3.2, which correspond to the stratifications of T ∗M , and M by orbit types [17]. In
particular, if (HL) denotes the principal isotropy type of the G-action in M , Ω has a principal
stratum given by

(15) RegΩ = {η ∈ Ω : Gη ∼ HL} ,

where Gη denotes the isotropy group of η. To see this, let η ∈ Ω ∩ T ∗
xM , and Gx ∼ HL. In view

of (14) one computes for g ∈ Gx, and X = XT + XN ∈ TxM = Tx(G · x)⊕Nx(G · x)

g · η(X) = η
(
(Lg−1)∗,x(XN )) = η(X),

since Gx acts trivially on Nx(G · x), see [8], pages 308 and 181. But Gη ⊂ Gπ(η) for arbitrary
η ∈ T ∗M , so that we conclude

(16) η ∈ Ω ∩ T ∗
xM, Gx ∼ HL ⇒ Gη = Gx.

Since the stratum RegΩ is open and dense in Ω, equality (15) follows. Note that Reg Ω is a smooth
submanifold in T ∗M of codimension equal to the dimension κ of a principal G-orbit in M . It is
therefore clear that the smooth part of Crit(Φ) corresponds to

(17) RegCrit(Φ) =
{
(x, ξ, g) ∈ (Reg Ω ∩ T ∗Y )×G : g ∈ G(x,ξ)

}
,

and constitutes a submanifold of codimension 2κ.

4. The generalized stationary phase theorem and resolution of singularities

The principle of the stationary phase. Since the critical set of the phase function (10) is
not necessarily smooth, the stationary phase method can not immediately be applied to derive
asymptotics for the integral (9). We shall therefore first partially resolve the singularities of
Crit(Φ), and then apply the stationary phase principle in a suitable resolution space. To explain
our approach, let us begin by recalling

Theorem 5 (Generalized stationary phase theorem for manifolds). Let M be a n-dimensional
Riemannian manifold with volume density dM , ψ ∈ C∞(M) a real valued phase function, and set

(18) I(µ) =
∫

M
eiψ(m)/µa(m) dM(m), µ > 0,

where a(m) ∈ C∞
c (M). Let

C =
{
m ∈M : ψ∗ : TmM → Tψ(m)R is zero

}

be the critical set of the phase function ψ, and assume that it is clean in the sense of Bott [7],
meaning that

(I) C is a smooth submanifold of M of dimension p in a neighborhood of the support of a;
(II) at each point m ∈ C, the Hessian ψ′′(m) of ψ is transversally non-degenerate, i.e. non-

degenerate on TmM/TmC # NmC, where NmC denotes the normal space to C at m.

Then, for all N ∈ N, there exists a constant CN,ψ > 0 such that

|I(µ)− eiψ0/µ(2πµ)
n−p

2

N−1∑

j=0

µjQj(ψ; a)| ≤ CN,ψµ
Nvol (supp a ∩ C) sup

l≤2N

∥∥Dla
∥∥
∞,M

,
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where Dl is a differential operator on M of order l, and ψ0 is the constant value of ψ on C.
Furthermore, for each j there exists a constant C̃j,ψ > 0 such that

|Qj(ψ; a)| ≤ C̃j,ψvol (supp a ∩ C) sup
l≤2j

∥∥Dla
∥∥
∞,C

,

and, in particular,

Q0(ψ; a) =

∫

C

a(m)

|detψ′′(m)|NmC |1/2
dσC(m)ei

π
4 σψ′′ ,

where dσC is the induced volume density on C, and σψ′′ the constant value of the signature of the
transversal Hessian ψ′′(m)|NmC on C.

Proof. See for instance [28], Theorem 7.7.5, together with [13], Theorem 3.3, as well as [41],
Theorem 2.12. !

Remark 1. An examination of the proof of the foregoing theorem shows that the constants CN,ψ

are essentially bounded from above by

sup
m∈C∩suppa

∥∥∥∥
(
ψ′′(m)|NmC

)−1
∥∥∥∥ .

Indeed, let α : (x, y)→ m ∈ O ⊂M be local normal coordinates such that α(x, y) ∈ C if, and only
if, y = 0. The transversal Hessian Hessψ(m)|NmC is given in these coordinates by the matrix

(
∂yk ∂yl(ψ ◦ α)(x, 0)

)

k,l

where m = α(x, 0), compare (60). If the transversal Hessian of ψ is non-degenerate at the point
m = α(x, 0), then y = 0 is a non-degenerate critical point of the function y (→ (ψ ◦ α)(x, y), and
therefore an isolated critical point by the lemma of Morse. As a consequence,

(19)
|y|

| ∂y(ψ ◦ α)(x, y)|
≤ 2

∥∥∥∥
(
∂yk ∂yl(ψ ◦ α)(x, 0)

)−1

k,l

∥∥∥∥

for y close to zero. The assertion now follows by applying [28], Theorem 7.7.5, to the integral
∫

α−1(O)
ei(ψ◦α)(x,y)/µ(a ◦ α)(x, y) dy dx

in the variable y with x as a parameter, since in our situation the constant C occuring in [28],
equation (7.7.12), is precisely bounded by (19), if we assume as we may that a is supported near
C. A similar observation holds with respect to the constants C̃j,ψ.

Conditions (I) and (II) in Theorem 5 are essential. Actually, the existence of singularities might
alter the asymptotics, as can be seen from the following

Example 1. Let M = R2, ψ(x, y) = (xy)2, and consider the asymptotic behavior of the integral
I(µ) =

∫ ∫
eiψ(x,y)/µa(x, y) dx dy as µ → 0+, where a(x, y) ∈ C∞

c (R2) is a compactly supported
amplitude, and dx dy denotes Lebesgue measure in R2. The critical set of ψ is given by the singular
variety Crit(ψ) = {xy = 0}, and a computation shows that

I(µ) = eiπ/4√
2
a(0, 0)(2πµ)1/2 log(µ−1) +O(µ1/2).

In general, one faces serious difficulties in describing the asymptotic behavior of integrals of the
form (18) if the critical set C is not smooth and in what follows, we shall indicate how to circumvent
this obstacle by using resolution of singularities.
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Resolution of singularities. Let M be a smooth variety over a field of characteristic zero, OM

the structure sheaf of rings of M , and I ⊂ OM an ideal sheaf. The aim of resolution of singularities
is to construct a birational morphism Π : M̃ →M such that M̃ is smooth, and the inverse image
ideal sheaf Π∗(I) ⊂ OM̃ , which is the ideal sheaf generated by the pullbacks of local sections of I,
is locally principal. This is called the principalization of I, and implies resolution of singularities.
That is, for every quasi-projective variety X , there is a smooth variety X̃, and a birational and
projective morphism π : X̃ → X . Vice versa, resolution of singularities implies principalization. If
Π∗(I) is monomial, that is, if for every x ∈ M̃ there are local coordinates zi and natural numbers
ci such that

Π∗(I) · Ox,M̃ =
∏

i

zcii · Ox,M̃ ,

one obtains strong resolution of singularities, which means that, in addition to the properties stated
above, π is an isomorphism over the smooth locus of X , and π−1(SingX) a divisor with simple
normal crossings. By the work of Hironaka [26], resolutions are known to exist, and we refer the
reader to [31] for a detailed exposition. Let next D(I) be the derivative of I, which is the ideal sheaf
that is generated by all derivatives of elements of I. Let further Z ⊂M be a smooth subvariety, and
π : BZM →M the corresponding monoidal transformation with center Z and exceptional divisor
F ⊂ BZM . Assume that (I,m) is a marked ideal sheaf with m ≤ ordZI. The total transform
π∗(I) vanishes along F with multiplicity ordZI, and by removing the ideal sheaf OBZM (m · F )
from π∗(I) we obtain the birational, or weak transform π−1

∗ (I,m) = (OBZ(M)(mF ) · π∗(I),m) of
(I,m). Take now local coordinates (x1, . . . , xn) on M such that Z = (x1 = · · · = xr = 0). As a
consequence,

y1 =
x1

xr
, . . . , yr−1 =

xr−1

xr
, yr = xr, . . . , yn = xn

define local coordinates on BZM , and for (f,m) ∈ (I,m) one puts

π−1
∗ (f(x1, . . . , xn),m) = (y−m

r f(y1yr, . . . yr−1yr, yr, . . . , yn),m).

By computing the first derivatives of π−1
∗ (f(x1, . . . , xn),m), one then sees that for any composition

Π : M̃ →M of blowing-ups of order greater or equal than m,

(20) Π−1
∗ (D(I,m)) ⊂ D(Π−1

∗ (I,m)),

see [31], Sections 3.5 and 3.7.
Consider now an oscillatory integral of the form (18), and its asymptotic behavior as µ → +0,

in case that the critical set C of the phase function ψ is not clean. The essential idea behind our
approach to singular asymptotics via resolution of singularities is to obtain a partial monomializa-
tion

Π∗(Iψ) · Ox,M̃ = zc11 · · · zckk Π−1
∗ (Iψ) · Ox,M̃

of the ideal sheaf Iψ = (ψ) generated by the phase function ψ via a suitable resolution Π : M̃ →M
in such a way that the corresponding weak transforms ψ̃wk = Π−1

∗ (ψ) have clean critical sets in the
sense of Bott [7]. Here z1, . . . , zk are local variables near each x ∈ M̃ and ci are natural numbers.
This enables one to apply the stationary phase theorem in the resolution space M̃ to the weak
transforms ψ̃wk with the variables z1, . . . , zk as parameters. Note that by Hironaka’s theorem, Iψ
can always be monomialized. But in general, this monomialization would not be explicit enough
to allow an application of the stationary phase theorem.

In the situation of the previous sections, consider the set N defined in (12). To derive asymp-
totics for the integral (9), we shall construct a strong resolution of N , from which we shall deduce
a partial desingularization Z : X̃ → X = T ∗M ×G of the set

(21) C = {(x, ξ, g) ∈ Ω×G : g · (x, ξ) = (x, ξ)} ,
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and a partial monomialization of the local ideal IΦ = (Φ) generated by the phase function (10)

Z∗(IΦ) · Ex̃,X̃ =
∏

j

σ
lj
j · Z−1

∗ (IΦ) · Ex̃,X̃ ,

where σj are local coordinate functions near each x̃ ∈ X̃, and lj natural numbers. As a consequence,

the phase function factorizes locally according to Φ ◦ Z ≡
∏

σ
lj
j · Φ̃wk, and we show that the weak

transforms Φ̃wk have clean critical sets. Asymptotics for the integrals I(µ) are then obtained by
pulling them back to the resolution space X̃ , and applying the stationary phase theorem to the
Φ̃wk with the variables σj as parameters.

A general description of the asymptotic behavior of oscillatory integrals with singular critical sets
was given in [5], and later also in [15, 32, 2], using Hironaka’s theorem on resolution of singularities.
It implies that integrals of the form (18) always have local expansions of the form

∑

α

n−1∑

k=0

cαk(a)µ
α(log µ−1)k, µ→ +0,

where the coefficient α runs through a finite set of arithmetic progressions of rational numbers, and
the cαk are distributions on M with support in C. The ocurring coefficients α and k are determined
by the so-called numerical data of the resolution, and their computation is in general a difficult
task, unless one constructs an explicit resolution. Resolution of singularities was first employed in
[6, 3] to give a new proof of the Hörmander-Lojasiewicz theorem on the division of distributions
and hence to the existence of temperate fundamental solutions for constant coefficient differential
operators. Since many problems in analysis originate in the singularities of some critical variety,
it seems likely that an application of resolution of singularities may be relevant in further areas of
this field.

Partial desingularizations of the zero level set Ω of the moment map and the symplectic quotient
Ω/G have been obtained e.g. in [33] for compact symplectic manifolds with a Hamiltonian compact
Lie group action by performing blowing-ups along minimal symplectic suborbifolds containing the
strata of maximal depth in Ω. Recently, resolutions of group actions were also considered in [1] to
study the equivariant cohomology of compact G-manifolds.

5. The desingularization process

We shall now proceed to resolve the singularities of (12). For this, we will have to set up an
iterative desingularization process along the strata of the underlying G-action, where each step in
our iteration will consist of a decomposition, a monoidal transformation, and a reduction. The
centers of the monoidal transformations are successively chosen as isotropy bundles over unions of
maximally singular orbits. For simplicity, we shall assume that at each iteration step the union of
maximally singular orbits is connected. Otherwise each of the connected components, which might
even have different dimensions, has to be treated separately.

First decomposition. Let M be a closed, connected Riemannian manifold, and G a connected
compact Lie group acting on M by isometries. As in the previous section, let (H1), . . . , (HL) be
the isotropy types of the G-action on M , 1 ≤ k ≤ L − 1, and fk : νk → Mk an invariant tubular
neighborhood of Mk(Hk) in

Mk = M −
k−1⋃

i=1

fi(
◦
D1/2 (νi)),

a manifold with corners on which G acts with the isotropy types (Hk), (Hk+1), . . . , (HL). Here

fk(p
(k), v(k)) = (expp(k) ◦γ(k))(v(k)), p(k) ∈Mk(Hk), v

(k) ∈ (νk)p(k) ,
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is an equivariant diffeomorphism, while

γ(k)(v(k)) =
Fk(p(k))

(1 +
∥∥v(k)
∥∥)1/2

v(k),

where Fk : Mk(Hk) → R is a smooth, G-invariant, positive function, see [8], pp. 306. Let

Sk = {v ∈ νk : ‖v‖ = 1} →Mk(Hk) be the sphere bundle overMk(Hk), and putWk = fk(
◦
D1 (νk)),

WL =
◦
ML, so that

M = W1 ∪ · · · ∪WL,

see (11). Endow G with the Riemannian structure

d(Xg, Yg) = − tr ad (dLg−1(Xg))ad (dLg−1(Yg)), Xg, Yg ∈ TgG,

where Lg : h→ gh, h ∈ G, and introduce for each p(k) ∈Mk(Hk) the decomposition

TeG # g = gp(k) ⊕ g⊥p(k) ,

where gp(k) # TeGp(k) denotes the Lie algebra of the stabilizer Gp(k) of p(k), and g⊥p(k) its orthogonal

complement with respect to the above Riemannian structure. Note that ThGp(k) # dLh(gp(k)), and
if A ∈ g⊥

p(k) , d(dLh(X), dLh(A)) = − tr ad (X)ad (A) = 0 for all X ∈ gp(k) . Therefore, the mapping

g⊥p(k) ' A (→ dLh(A) =
d

dt

(
h etA
)
|t=0

∈ NhGp(k)

establishes an isomorphism g⊥
p(k) # NhGp(k) . In fact, Ad (Gp(k))g⊥p(k) ⊂ g⊥

p(k) , so that G/Gp(k)

constitutes a reductive homogeneous space, while the distribution G ' g (→ T hor
g G = dLg(g⊥p(k))

defines a connection on the principal fiber bundle G→ G/Gp(k) for all p ∈Mk(Hk). Consider next
the isotropy bundle over Mk(Hk)

IsoMk(Hk)→Mk(Hk),

as well as the canonical projection

πk : Wk →Mk(Hk), fk(p
(k), v(k)) (→ p(k), p(k) ∈Mk(Hk), v

(k) ∈ (νk)p(k) .

Since g ∈ G is an isometry, the theorem of Whitehead implies

fk(p
(k), v(k)) = g · fk(p(k), v(k)) = (expgp(k) ◦γk)(g∗,p(k)(v(k))) ⇔ p(k) = gp(k), v(k) = g∗,p(v

(k)),

so that one concludes

(22) N ⊂ IsoWL ∪
L−1⋃

k=1

π∗
k IsoMk(Hk),

where IsoWL →WL is the isotropy bundle over WL, and

π∗
k IsoMk(Hk) =

{
(fk(p

(k), v(k)), h(k)) ∈ Wk ×G : h(k) ∈ Gp(k)

}

denotes the induced bundle. Consider now an integral I(µ) of the form (9). Introduce a partition
of unity {χk}k=1,...,L subordinated to the covering M = W1 ∪ · · · ∪WL, and define

Ik(µ) =

∫

T∗Y

∫

G
eiµΦ(x,ξ,g)χk(x)a(gx, x, ξ, g) dg d(T

∗Y )(x, ξ).

As will be explained in Lemma 4, the critical set of the phase function Φ is clean on the support of
χLa, so that one can directly apply the stationary phase principle to obtain asymptotics for IL(µ).
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We shall therefore turn to the case when 1 ≤ k ≤ L− 1, and Wk ∩ Y 4= ∅. Let {v(k)1 , . . . , v(k)
c(k)} be

an orthonormal frame in νk, (p
(k)
1 , . . . , p(k)

n−c(k)) be local coordinates on Mk(Hk), and write

(23) γ(k)(v(k))(p(k), θ(k)) =
c(k)∑

i=1

θ(k)i v(k)i (p(k)) ∈ γ(k)((νk)p(k)).

By choosing Y small enough, we can assume that the coordinates in the chart (κ, fk(νk) ∩ Y ) are

given by κ(expp(k) γ(k)(v(k))) = (x̃1, . . . , x̃n) = (p(k)1 , . . . , p(k)
n−c(k) , θ

(k)
1 , . . . , θ(k)

c(k)). By the considera-
tions leading to (22),

Critk(Φ) ⊂ π∗IsoMk(Hk)× Rn
ξ ,

where

Critk(Φ) = {(x, ξ, g) ∈ (Ω ∩ T ∗(Wk ∩ Y ))×G : g · (x, ξ) = (x, ξ)} .

Let therefore Uk be a tubular neighborhood of π∗IsoMk(Hk) in Wk ×G, and

Πk : Uk → π∗
k IsoMk(Hk)

the canonical projection which is obtained by considering geodesic normal coordinates around
π∗
k IsoMk(Hk) and by identifying Uk with a neighborhood of the zero section in the normal bundle

N π∗
k IsoMk(Hk). The non-stationary phase theorem [28], Theorem 7.7.1, then yields

Ik(µ) =

∫

Uk

∫

Rn

eiµΦ(x,ξ,g)χk(x)b(gx, x, ξ, g) dξ dg dM(x) +O(µ−∞),(24)

where b is equal to the amplitude a multiplied by a smooth cut-off-function with compact support
in Uk. Note that the fiber of N π∗IsoMk(Hk) at a point (fk(p(k), v(k)), h(k)) may be identified
with the fiber of the normal bundle to Gp(k) at the point h(k). Let now A1(p(k)), . . . , Ad(k)(p(k))

be an orthonormal basis of g⊥
p(k) , and B1(p(k)), . . . , Be(k)(p(k)) an orthonormal basis of gp(k) , and

introduce canonical coordinates of the second kind

(α1, . . . , αd(k) , β1, . . . , βe(k)) (→ e
∑

i αiAi(p
(k)) e

∑
i βiBi(p

(k)) g

in a neighborhood of a point g ∈ G, see [25], page 146, which in turn give rise to coordinates

(α1, . . . , αd(k)) (→
(
fk(p

(k), v(k)), e
∑

i αiAi(p
(k)) h(k)

)

in Π−1
k (fk(p(k), v(k)), h(k)). Integrating along the fibers of the normal bundle to π∗

k IsoMk(Hk),
compare [14], page 30, we obtain for Ik(µ) the expression

Ik(µ) =

∫

π∗

k IsoMk(Hk)

[∫

Π−1
k (fk(p(k),v(k)),h(k))×Rn

eiµΦχkbJk dξ dA(k)

]
dh(k) dv(k)dp(k)

=

∫

Mk(Hk)




∫

π−1
k (p(k))×G

p(k)×
◦

Dι(g⊥

p(k)
)×Rn

eiµΦχkbJk dξ dA(k) dh(k) dv(k)



 dp(k),
(25)

up to a term of order O(µ−∞), where dp(k), dv(k), dh(k), dA(k) are suitable volume densities on the
sets Mk(Hk), (νk)p(k) , Gp(k) , g⊥p(k) # Nh(k)Gp(k) , respectively, and

(26) (p(k), v(k), A(k), h(k)) (→ (fk(p
(k), v(k)), eA

(k)

h(k)) = (x, g)

are coordinates on Uk such that dg dM(x) ≡ Jk dA(k) dh(k) dv(k) dp(k), Jk being a Jacobian. Here
◦
Dι (g⊥p(k)) denotes the interior of a ball of suitable radius ι > 0 around the origin in g⊥p(k) .



22 PABLO RAMACHER

First monoidal transformation. We shall now sucessively resolve the singularities of (12). To
begin with, note that (22) implies

N = IsoWL ∪
L−1⋃

k=1

N ∩ Uk,

and we put NL = IsoWL, Nk = N ∩ Uk. While NL is a smooth submanifold, Nk is in general
singular. In particular, if dimHk 4= dimHL, Nk has a singular locus given by IsoMk(Hk). We
shall therefore perform for each k ∈ {1, . . . , L− 1} a monoidal transformation

ζk : BZk(Uk) −→ Uk

with center Zk = IsoMk(Hk) ⊂ Nk. By piecing these transformations together, we obtain the
monoidal transformation

ζ(1) : BZ(1)(M) −→M, Z(1) =
L−1⋃

k=1

Zk (disjoint union).

To get a local description, let k be fixed, and write A(k)(p(k), α(k)) =
∑

α(k)
i A(k)

i (p(k)) ∈ g⊥
p(k) ,

B(k)(p(k), β(k)) =
∑

β(k)
i B(k)

i (p(k)) ∈ gp(k) . With respect to these coordinates and the ones intro-

duced in (23) and (26) we have Zk #
{
T (k) = (θ(k), α(k)) = 0

}
, so that

BZk(Uk) =
{
(x, g, [t]) ∈ Uk × RPc(k)+d(k)−1 : T (k)

i tj = T (k)
j ti
}
,

ζk : (x, g, [t]) (−→ (x, g).

If t! 4= 0,

(x, g, [t]) (→
(
p(k), h(k),

t1
t!
, . . . , .̂ , . . . ,

tc(k)+d(k)

t!
, T (k)
!

)

define local coordinates on BZk(Uk). Consequently, setting V! =
{
[t] ∈ RPc(k)+d(k)−1 : t! 4= 0

}
,

we can cover BZk(Uk) with charts {(ϕ!k,O
!
k)}, where O!k = BZk(Uk) ∩ (Uk × V!), such that ζk is

realized in each of the θ(k)-charts {O!k}1≤!≤c(k) as

ζ!k = ζk ◦ (ϕ!k)
−1 : (p(k), τk, ṽ

(k), A(k), h(k))
′ζ&k(→ (p(k), τk ṽ

(k), τkA
(k), h(k))

(→ (expp(k) τkṽ
(k), eτkA

(k)

h(k)) = (x, g),
(27)

where ṽ(k)(p(k), θ(k)) ∈ γ(k)
(
(S+

k )p(k)

)
, and S+

k =
{
v ∈ νk : v =

∑
siv

(k)
i , s! > 0, ‖v‖ = 1

}
, while

τk ∈ (−1, 1). Note that for each 1 ≤ % ≤ c(k) we have Wk # S+
k × (−1, 1) up to a set of measure

zero. A similar description of ζk is given in the α(k)-charts. As a consequence, we obtain a partial
monomialization of the inverse image ideal sheaf (ζ(1))∗(IN )

(ζ(1))∗(IN ) · E(x,g,[t]),B
Z(1) (M) = τk · (ζ(1))−1

∗ (IN ) · E(x,g,[t]),B
Z(1)(M)

in a neighborhood of any point (x, g, [t]) ∈ BZ(1)(M). To see this, note that IN is generated locally
by the functions x̃q(x)− x̃q(g · x), 1 ≤ q ≤ n. We have g · expp(k) τk ṽ(k) = expg·p(k) [g∗,p(k)(τkṽ(k))],

where g∗,p(k)(ṽ(k)) ∈ γ(k)((νk)gp(k)), νk being a G-vector bundle. Now, Taylor expansion at τk = 0
gives for y ∈ Y ∩ fk(νk)

x̃q( e
τkA

(k)

· y) = x̃q(y)− τkÃ
(k)
y (x̃q) +O(|τ2kA(k)|),
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where τk ∈ (−1, 1), A(k) ∈
◦
Dι (g⊥p(k)), and ι > 0 is assumed to be sufficiently small. Furthermore,

Ã(k)
y (x̃q) = dx̃q(Ã

(k)
y ). Consequently,

κ
(
expp(k) τkṽ

(k)
)
− κ
(
eτkA

(k)

h(k) · expp(k) τkṽ
(k)
)

= τk
(
Ã(k)

p(k)(x̃1), . . . , θ
(k)
1 (ṽ(k))− θ(k)1

(
(h(k))∗,p(k) ṽ(k), . . .

)
+O(|τ2kA(k)|).

(28)

Since similar considerations hold in the α(k)-charts {O!k}c(k)+1≤!≤c(k)+d(k) , the assertion follows.

In the same way, the phase function (10) factorizes according to

(29) Φ ◦ (id ξ ⊗ ζ!k ) =
(k)Φ̃tot = τk · (k)Φ̃wk,

(k)Φ̃tot and (k)Φ̃wk being the total and weak transform of the phase function Φ, respectively.1 In
the θ(k)-charts this explicitly reads

Φ(x, ξ, g) =
〈
κ
(
expp(k) τkṽ

(k)
)
− κ
(
eτkA

(k)

h(k) · expp(k) τk ṽ
(k)
)
, ξ
〉

= τk




n−c(k)∑

q=1

ξq dp
(k)
q (Ã(k)

p(k)) +
c(k)∑

r=1

[
θ(k)r (ṽ(k))− θ(k)r

(
(h(k))∗,p(k) ṽ(k)

)]
ξn−c(k)+r +O(|τkA(k)|)



 .

(30)

Since ζk is a real analytic, surjective map, we can lift the integral Ik(µ) to the resolution space
BZk(Uk), and introducing a partition {u!k} of unity subordinated to the covering {O!k} yields with
(24) the equality

Ik(µ) =
c(k)∑

!=1

I!k (µ) +
d(k)∑

!=c(k)+1

Ĩ!k (µ)

up to terms of order O(µ−∞), where the integrals I!k (µ) and Ĩ!k (µ) are given by the expressions
∫

BZk
(Uk)×Rn

u!k(id ξ ⊗ ζk)
∗(eiµΦχkb dg dM(x) dξ).

As we shall see, the weak transforms (k)Φ̃wk have no critical points in the α(k)-charts, which
will imply that the integrals Ĩ!k (µ) contribute to I(µ) only with lower order terms. In what
follows, we shall therefore restrict ourselves to the the examination of the integrals I!k (µ). Setting
a!k = (u! ◦ (ϕ!k)−1) · [(bχk) ◦ (id ξ ⊗ ζ!k )] we obtain with (25) and (27)

I!k (µ) =

∫

Mk(Hk)×(−1,1)

[ ∫

γ(k)((Sk)p(k) )×G
p(k)×

◦

Dι(g⊥

p(k) )×Rn

eiµτk
(k)Φ̃wk

a!k J̄
!
k

dξ dA(k) dh(k) dṽ(k)
]
dτk dp(k),

where dṽ(k) is a suitable volume density on γ(k)((Sk)p(k)) such that the pulled back density reads

(ζ!k )
∗( dg dM(x)) = J̄ !k dA(k) dh(k) dṽ(k) dτk dp(k). Furthermore, by compairing (26) and (27) one

sees that

J̄ !k = |τk|c
(k)+d(k)−1 Jk ◦ ′ζ!k .

1 Note that the weak transform is defined only locally, while the total transform has a global meaning. To keep
the notation as simple as possible, we restrained ourselves from making the chart dependence of τk and (k)Φ̃wk

manifest.
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First reduction. Let k be fixed, and assume that there exists a x ∈ Wk with isotropy group
Gx ∼ Hj , and let p(k) ∈ Mk(Hk), v(k) ∈ (νk)p(k) be such that x = fk(p(k), v(k)). Since we can

assume that x lies in a slice at p(k) around the G-orbit of p(k), we have Gx ⊂ Gp(k) , see [30], pp.
184, and [8], page 86. Hence Hj must be conjugate to a subgroup of Hk ∼ Gp(k) . Now, G acts
on Mk with the isotropy types (Hk), (Hk+1), . . . , (HL). The isotropy types occuring in Wk are
therefore those for which the corresponding isotropy groups Hk, Hk+1, . . . , HL are conjugate to
a subgroup of Hk, and we shall denote them by (Hk) = (Hl1), (Hl2), . . . , (HL). By the invariant
tubular neighborhood theorem, one has the isomorphism

Wk/G # (νk)p(k)/Gp(k)

for every p(k) ∈Mk(Hk). Furthermore, (νk)p(k) is an orthogonalGp(k) -space; thereforeGp(k) acts on
(Sk)p(k) with isotropy types (Hl2), . . . , (HL), cp. [14], pp. 34, and G must act on Sk with isotropy
types (Hl2), . . . , (HL) as well. If all isotropy groups Hl2 , . . . , HL have the same dimensions, the
singularities of Nk have been resolved. Indeed, note that ζ−1

k (Nk) is contained in the union of the

θ(k)-charts {O!k}1≤!≤c(k) since, in the notation of (26), eA
(k)

h(k) ∈ Gfk(p(k),v(k)) ⊂ Gp(k) necessarily

implies A(k) = 0. Let therefore 1 ≤ % ≤ c(k), and consider the set ζ−1
k (Nk)∩O!k, which is given by

all points (x, g, [t]) with coordinates (p(k), τk, ṽ(k), A(k), h(k)) satisfying

eτkA
(k)

h(k) ∈ Gexp
p(k) τkṽ(k) ⊂ Gp(k) .

If τk 4= 0, this implies A(k) = 0 and h(k) ∈ Gṽ(k) . Therefore

ζ−1
k (Nk) ∩ O!k =

{
A(k) = 0, h(k) ∈ Gṽ(k) , τk 4= 0

}
∪ {τk = 0} .

Assume now that all isotropy groups Hl2 , . . . , HL have the same dimension. If Hk has the same
dimension, too, Nk is already a manifold. Otherwise, the invariant tubular neighborhood theorem
implies that ζ−1

k (RegNk) ∩ O!k =
{
A(k) = 0, h(k) ∈ Gṽ(k) , τk 4= 0

}
, where RegNk = RegN ∩ Uk

denotes the regular part of Nk. The closure of this set is a smooth manifold, and taking the
union over all 1 ≤ % ≤ c(k) yields a smooth manifold Ñk ⊂ BZk(Uk) which intersects ζ−1

k (SingNk)
normally. After performing an additional monomial transformation with center Ñk∩ζ−1

k (SingNk),
we obtain a strong resolution for Nk. Furthermore, if G acts on Sk only with isotropy type (HL), we
shall see in Sections 6 and 7 that in each of the θ(k)-charts the critical sets of the weak transforms
(k)Φ̃wk are clean, so that one can apply the stationary phase theorem in order to compute each
of the I!k (µ). But in general, G will act on Sk with singular orbit types, so that neither Nk is
resolved, nor do the weak transforms (k)Φ̃wk have clean critical sets, and we are forced to continue
with the iteration.

Second Decomposition. In what follows, let 1 ≤ k ≤ L − 2, and p(k) ∈ Mk(Hk) be fixed.
Since γ(k) : νk → νk is an equivariant diffeomorphism onto its image, γ(k)((Sk)p(k)) is a compact
Gp(k) -manifold, and we consider the covering

γ(k)((Sk)p(k)) = Wkl2 ∪ · · · ∪WkL, Wklj = fklj (
◦
D1 (νklj )), WkL = Int(γ(k)((Sk)p(k))L),

where fklj : νklj → γ(k)((Sk)p(k))lj is an invariant tubular neighborhood of γ(k)((Sk)p(k))lj (Hlj ) in

γ(k)((Sk)p(k))lj = γ(k)((Sk)p(k))−
j−1⋃

r=2

fklr (
◦
D1/2 (νklr )), j ≥ 2,
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and fklj (p
(lj), v(lj)) = (expp(lj) ◦γ(lj))(v(lj)), p(lj) ∈ γ(k)((Sk)p(k))lj (Hlj ), v

(lj) ∈ (νklj )p(lj ) , γ(lj) :
νklj → νklj being an equivariant diffeomorphism onto its image given by

γ(lj)(v(lj)) =
Flj (p

(lj))

(1 +
∥∥v(lj)
∥∥)1/2

v(lj),

where Flj : ((Sk)p(k))lj (Hlj ) → R is a smooth, Gp(k) -invariant, positive function. Let now {χklj}
denote a partition of unity subordinated to the covering

{
Wklj

}
, which extends to a partition of

unity on γ(k)(Sk) as a consequence of the invariant tubular neighborhood theorem, by which in
particular γ(k)(Sk)/G # γ(k)((Sk)p(k))/Gp(k) for all p(k). We then define

I!klj (µ) =

∫

Mk(Hk)×(−1,1)

[ ∫

γ(k)((Sk)p(k) )×G
p(k)×

◦

Dι(g⊥

p(k) )×Rn

eiµτk
(k)Φ̃wk

a!k

χklj J̄
!
k dξ dA(k) dh(k) dṽ(k)

]
dτk dp(k),

(31)

so that I!k (µ) = I!kl2 (µ) + · · ·+ I!kL(µ). Since Gp(k) acts on WkL only with type (HL), the iteration
process for I!kL(µ) ends here. For the remaining integrals I!klj (µ) with k < lj < L and non-zero
integrand, let us denote by

Iso γ(k)((Sk)p(k))lj (Hlj )→ γ(k)((Sk)p(k))lj (Hlj )

the isotropy bundle over γ(k)((Sk)p(k))lj (Hlj ), and by πklj : Wklj → γ(k)((Sk)p(k))lj (Hlj ) the

canonical projection. We then assert that in each θ(k)-chart {O!k}1≤!≤c(k)

Critklj (
(k)Φ̃wk)

⊂
{
(p(k), τk, ṽ

(k), ξ, h(k), A(k)) : (ṽ(k), h(k)) ∈π∗
klj Iso γ

(k)((Sk)p(k))lj (Hlj ), A(k) = 0
}
,

(32)

where
Critklj (

(k)Φ̃wk) =
{
(p(k), τk, ṽ

(k), ξ, h(k), A(k)) : (k)Φ̃wk
∗ = 0, ṽ(k) ∈ Wklj

}
.

Indeed, from (29) it is clear that for τk 4= 0 the condition ∂ξ (k)Φ̃wk = 0 is equivalent to

eτk
∑
α(k)

i A(k)
i (p(k)) h(k) ∈ Gexp

p(k) τkṽ(k) ⊂ Gp(k) ,

which implies α(k) = 0, and consequently h(k) ∈ Gṽ(k) . But if ṽ(k) = fklj (p
(lj), v), where p(lj) ∈

γ(k)((Sk)p(k))lj (Hlj ), v ∈
◦
D1 (νklj )p(lj ) , then h(k) ∈ Gp(lj ) . On the other hand, assume that τk = 0.

By (30), the vanishing of the ξ-derivatives of (k)Φ̃wk is equivalent to
(
Ã(k)

p(k)(p
(k)
1 ), . . . , Ã(k)

p(k)(p
(k)
n−c(k))

)
= 0, (1− h(k))∗,p(k) ṽ(k) = 0,

which again implies α(k) = 0, as well as h(k) ∈ Gṽ(k) . But if ṽ(k) = fklj (p
(lj), v) as above, we again

conclude h(k) ∈ Gp(lj ) , and (32) follows, since

π∗
klj Iso γ

(k)((Sk)p(k))lj (Hlj ) ={(w, g) ∈Wklj ×Gp(k) : w = fklj (p
(lj), v),

p(lj) ∈ γ(k)((Sk)p(k))lj (Hlj ), v ∈
◦
D1 (νklj )p(lj ) , g ∈ Gp(lj )}.

The same reasoning also shows that the weak transforms (k)Φ̃wk can have no critical points in
the α(k)-charts {O!k}c(k)+1≤!≤c(k)+d(k) . Let now Uklj denote a tubular neighborhood of the set

π∗
klj

Iso γ(k)((Sk)p(k))lj (Hlj ) in Wklj ×Gp(k) , and let b!k be equal to the product of the amplitude a!k
with some smooth cut-off-function with compact support in Uklj that depends smoothly on p(k).
The non-stationary phase theorem then implies that, up to terms of lower order, we can replace
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a!k by b!k in (31), compare Section 9. For given p(lj) ∈ γ(k)((Sk)p(k))lj (Hlj ), consider next the
decomposition

g = gp(k) ⊕ g⊥p(k) = (gp(lj) ⊕ g⊥
p(lj)

)⊕ g⊥p(k) .

Let further h(lj) ∈ Gp(lj ) , and A
(lj)
1 , . . . , A

(lj)

d(lj)
be an orthonormal frame in g⊥

p(lj ) , as well as

B
(lj)
1 , . . . , B

(lj)

e(lj ) be an orthonormal frame in g
p(lj) , and v

(klj)
1 , . . . , v

(klj)

c(klj ) an orthonormal frame

in (νklj )p(lj ) . Integrating along the fibers in a neighborhood of π∗
klj

Iso γ(k)((Sk)p(k))lj (Hlj ) then

yields for I!klj (µ) the expression

I!klj (µ) =

∫

Mk(Hk)×(−1,1)

[ ∫

γ(k)((Sk)p(k) )lj (Hlj )

[ ∫

π−1
klj

(p(lj))×G
p
(lj)

×
◦

Dι(g⊥

p
(lj)

)×
◦

Dι(g⊥

p(k) )×Rn

eiµτk
(k)Φ̃wk

b!k χklj J
!
klj

dξ dA(k) dA(lj) dh(lj) dv(lj)
]
dp(lj)
]
dτk dp

(k)

up to lower order terms, where J !klj is a Jacobian, and

(p(lj), v(lj), A(lj), h(lj)) (→ (fklj (p
(lj), v(lj)), eA

(lj)

h(lj)) = (ṽ(k), h(k))

are coordinates on Uklj , while dp(lj), dA(lj), dh(lj), and dv(lj) are suitable volume densities in the

spaces γ(k)((Sk)p(k))lj (Hlj ), g
⊥
p(lj ) , Gp(lj ) , and

◦
D1 (νklj )p(lj ) , respectively, such that we have the

equality J̄ !k dh(k) dṽ(k) ≡ J !klj dA
(lj) dh(lj) dv(lj) dp(lj).

Second monoidal transformation. Put M̃ (1) = BZ(1)(M), and consider the monoidal trans-
formation

ζ(2) : BZ(2)(M̃ (1)) −→ M̃ (1), Z(2) =
⋃

k<l<L, (Hl)≤(Hk)

Zkl (disjoint union),

where

Zkl #
⋃

p(k)∈Mk(Hk)

(−1, 1)× Iso γ(k)((Sk)p(k))l(Hl), k < l < L, (Hl) ≤ (Hk),

are the possible maximal singular loci of (ζ(1))−1(N ). To obtain a local description of ζ(2), let us

write A(l)(p(k), p(l), α(l)) =
∑

α(l)
i A(l)

i (p(k), p(l)) ∈ g⊥
p(l) , B

(l)(p(k), p(l), β(l)) =
∑

β(l)
i B(l)

i (p(k), p(l)) ∈
gp(l) , as well as

γ(l)(v(l))(p(k), p(l), θ(l)) =
c(l)∑

i=1

θ(l)i v(kl)i (p(k), p(l)) ∈ γ(l)((νkl)p(l)).

One has Zkl #
{
α(k) = 0, α(l) = 0, θ(l) = 0

}
, which in particular shows that each Zkl is a manifold.

If we now cover BZ(2)(M̃ (1)) with the standard charts, a computation shows that (ζ(1) ◦ζ(2))−1(N )
is contained in the (θ(k), θ(l))-charts. For our purposes, it will therefore suffice to examine ζ(2) in
each of these charts in which it reads

ζ!σkl : (p(k), τk, p
(l), τl, ṽ

(l), A(l), h(l), A(k))
′ζ&σkl(→ (p(k), τk, p

(l), τlṽ
(l), τlA

(l), h(l), τlA
(k))

(→ (p(k), τk, expp(l) τlṽ
(l), eτlA

(l)

h(l), τlA
(k)) ≡ (p(k), τk, ṽ

(k), h(k), A(k)),
(33)

where τl ∈ (−1, 1), and
ṽ(l)(p(k), p(l), θ(l)) ∈ γ(l)((S+

kl)p(l)).
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Here Skl stands for the the sphere subbundle in νkl, and S+
kl =
{
v ∈ Skl : v =

∑
siv

(kl)
i , vσ > 0

}
for

some σ. Note that Zkl has normal crossings with the exceptional divisor Ek = ζ−1
k (Zk) # {τk = 0},

and that for each p(k) ∈ Mk(Hk) we have Wkl # S+
kl × (−1, 1), up to a set of measure zero. Now,

Taylor expansion at τl = 0 gives

T θ(k)
(
expp(l) τlṽ

(l)
)
−T θ(k)

(
( eτlA

(l)

h(l))∗,p(k) expp(l) τlṽ
(l)
)

= τl
∂

∂ τl

[
T θ(k)
(
expp(l) τlṽ

(l)
)
− T θ(k)

(
( eτlA

(l)

h(l))∗,p(k) expp(l) τlṽ
(l)
)]

|τl=0

+O(|τ2l A(l)|) +O
(∣∣τ2l
[
θ(l)(ṽ(l))− θ(l)

(
(h(l))∗,p(k) ṽ(l)

)]∣∣)

= τl

(
∂ θ(k)(1, p(l), 0)

∂(τk, p(l), θ(l))

)
T
(
0, dp(l)1 (Ã(l)

p(l)), . . . , dp
(l)
c(k)−c(l)−1

(Ã(l)
p(l)), θ

(l)
1

(
ṽ(l)
)
− θ(l)1

(
(h(l))∗,p(k) ṽ(l)

)
,

. . . , θ(l)
c(l)

(
ṽ(l)
)
− θ(l)

c(l)

(
(h(l))∗,p(k) ṽ(l)

))
+O(|τ2l A(l)|) +O

(∣∣τ2l
[
θ(l)(ṽ(l))− θ(l)

(
(h(l))∗,p(k) ṽ(l)

)]∣∣),

where {p(l)r } are local coordinates on γ(k)((Sk)p(k))l(Hl),
(

∂ θ(k)

∂(τk, p(l), θ(l))

)
(τk, p

(l), θ(l))

denotes the Jacobian of the coordinate change θ(k) = θ(k)(τk expp(l) γ(l)(v(l))), and all vectors are
considered as row vectors, the transposed being a column vector. Since similar considerations hold
in the other charts, we obtain with (28) and (33) a partial monomialization of (ζ(1) ◦ ζ(2))∗(IN )
according to

(ζ(1) ◦ ζ(2))∗(IN ) · Em̃,B
Z(2) (M̃(1)) = τkτl · (ζ(1) ◦ ζ(2))−1

∗ (IN ) · Em̃,B
Z(2) (M̃(1))

in a neighborhood of any point m̃ ∈ BZ(2)(M̃ (1)). In the same way, the phase function factorizes
locally according to

Φ ◦ (id ξ ⊗ (ζ!k ◦ ζ
!σ
kl )) =

(kl)Φ̃tot = τk τl
(kl)Φ̃wk,

which by (30) and (33) explicitly reads

Φ(x, ξ, g) = τk
[
τl

n−c(k)∑

q=1

ξq dp
(k)
q (Ã(k)

p(k) )

+
c(k)∑

r=1

[
θ(k)r

(
expp(l) τlṽ

(l)
)
− θ(k)r

(
( eτlA

(l)

h(l))∗,p(k) expp(l) τlṽ
(l)
)]

ξn−c(k)+r +O(|τkτlA(k)|)
]

= τkτl

[〈(
∂(p(k), θ(k))(p(k), 1, p(l), 0)

∂(p(k), τk, p(l), θ(l))

)
T
(
dp(k)1 (Ã(k)

p(k) ), . . . , 0, dp
(l)
1 (Ã(l)

p(l)), . . . , θ
(l)
1

(
ṽ(l)
)

−θ(l)1

(
(h(l))∗,p(k) ṽ(l)

)
, . . .
)
, ξ
〉
+O(|τk A(k)|) +O(|τl A(l)|) +O(|τl[θ(l)(ṽ(l))− θ(l)((h(l))∗,p(k) ṽ(l))]|)

]

in the (θ(k), θ(l))-charts. A computation now shows that the weak transforms (kl)Φ̃wk have no
critical points in the (θ(k), α(l))-charts. We shall therefore see in Section 9 that modulo lower order
terms I!kl(µ) is given by a sum of integrals of the form

I!σkl (µ) =

∫

Mk(Hk)×(−1,1)

[ ∫

γ(k)((Sk)p(k) )l(Hl)×(−1,1)

[ ∫

γ(l)((Skl)p(l) )×G
p(l)

×
◦

Dι(g⊥

p(l)
))×

◦

Dι(g⊥

p(k) ))×Rn

eiµτkτl
(kl)Φ̃wk

a!σkl J̄
!σ
kl dξ dA(k) dA(l) dh(l) dṽ(l)

]
dτl dp

(l)
]
dτk dp

(k)
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for some ι > 0, where a!σkl are compactly supported amplitudes, and dṽ(l) is a suitable density on
γ(l)((Skl)p(l)) such that we have the equality

dM(x) dg ≡ J̄ !σkl dA(k) dA(l) dh(l) dṽ(l) dτl dp
(l) dτk dp

(k).

Furthermore, a computation shows that J̄ !σkl = |τl|c
(l)+d(k)+d(l)−1J !kl ◦ ′ζ!σkl .

Second reduction. Now, the group Gp(k) acts on γ(k)((Sk)p(k))l with the isotropy types (Hl) =
(Hlj ), (Hlj+1), . . . , (HL). By the same arguments given in the first reduction, the isotropy types
occuring in Wkl constitute a subset of these types, and we shall denote them by

(Hl) = (Hlm1
), (Hlm2

), . . . , (HL).

Consequently, for each p(k) ∈Mk(Hk), Gp(k) acts on Skl with the isotropy types (Hlm2
), . . . , (HL).

If the isotropy groups Hlm2
, . . . , HL have the same dimensions, we shall see that the singularities

of (ζ(1))−1(N ) can be locally resolved over Zkl. Moreover, if Gp(k) acts on Skl only with type (HL),
the ideal IΦ can be partially monomialized in such a way that the critical sets of the corresponding
weak transforms are clean. But since this is not the case in general, we have to continue with the
iteration.

N-th decomposition. Denote by Λ ≤ L the maximal number of elements that a totally ordered
subset of the set of isotropy types can have. Assume that 3 ≤ N < Λ, and let {(Hi1), . . . , (HiN )}
be a totally ordered subset of the set of isotropy types such that i1 < · · · < iN < L. Let fi1 , fi1i2 ,
Si1 , Si1i2 , as well as p

(i1) ∈Mi1(Hi1), p(i2) ∈ γ(i1)((S+
i1
)p(i1))i2(Hi2), . . . be defined as in the first

two iteration steps, and assume that fi1...ij , Si1...ij , p
(ij), . . . have already been defined for j < N .

For every fixed p(iN−1), let γ(iN−1)((Si1...iN−1)p(iN−1))iN be the submanifold with corners of the

closed Gp(iN−1) -manifold γ(iN−1)((Si1...iN−1)p(iN−1)) from which all orbit types less than G/HiN

have been removed. Consider the invariant tubular neighborhood

fi1...iN = exp ◦γ(iN ) : νi1...iN → γ(iN−1)((Si1...iN−1)p(iN−1))iN

of the set γ(iN−1)((Si1...iN−1)p(iN−1))iN (HiN ), and define Si1...iN as the sphere subbundle in νi1...iN ,
while

S+
i1...iN

=
{
v ∈ Si1...iN : v =

∑
viv

(i1...iN )
i , v!iN > 0

}

for some %iN . Put Wi1...iN = fi1...iN (
◦
D1 (νi1...iN )), and denote the corresponding integral in the

decomposition of I
!i1 ...!iN−1

i1...iN−1
(µ) by I

!i1 ...!iN−1

i1...iN
(µ). Here we can assume that, modulo terms of lower

order, theWi1...iN×Gp(iN−1)-support of the integrand in I
!i1 ...!iN−1

i1...iN
(µ) is contained in a compactum

of a tubular neighborhood of the induced bundle π∗
i1...iN Iso γ(iN−1)((Si1...iN−1)p(iN−1))iN (HiN ),

where πi1...iN : Wi1...iN → γ(iN−1)((Si1...iN−1)p(iN−1))iN (HiN ) denotes the canonical projection.

For a given point p(iN ) ∈ γ(iN−1)((S+
i1...iN−1

)p(iN−1))iN (HiN ), consider further the decomposition

gp(iN−1) = gp(iN ) ⊕ g⊥
p(iN ) ,

and set d(iN ) = dim g⊥
p(iN )

, e(iN ) = dim gp(iN ). This yields the decomposition

g = gp(i1) ⊕ g⊥p(i1) = (gp(i2) ⊕ g⊥p(i2))⊕ g⊥p(i1) = · · · = gp(iN ) ⊕ g⊥p(iN ) ⊕ · · · ⊕ g⊥p(i1) .(34)
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Denote by {A(iN )
r (p(i1), . . . , p(iN ))} a basis of g⊥

p(iN )
, and by {B(iN )

r (p(i1), . . . , p(iN ))} a basis of

gp(iN ). For A
(iN ) ∈ g⊥

p(iN )
and B(iN ) ∈ gp(iN ) write further

A(iN ) =
d(iN )∑

r=1

α(iN )
r A(iN )

r (p(i1), . . . , p(iN )), B(iN ) =
e(iN )∑

r=1

β(iN )
r B(iN )

r (p(i1), . . . , p(iN )),

and let
{
v(i1...iN )
r (p(i1), . . . p(iN ))

}
be an orthonormal frame in (νi1...iN )p(iN ) .

N-th monoidal transformation. Let the monoidal transformations ζ(1), ζ(2) be defined as in
the first two iteration steps, and assume that the monoidal transformations ζ(j) have already been
defined for j < N . Put M̃(j) = BZ(j)(M̃(j−1)), M̃(0) = M = M ×G, and consider the monoidal
transformation

(35) ζ(N) : BZ(N)(M̃(N−1))→ M̃(N−1), Z(N) =
⋃

i1<···<iN<L

Zi1...iN , (disjoint union),

where the union is over all totally ordered subsets {(Hi1), . . . , (HiN )} of N elements with i1 <
· · · < iN < L, and

Zi1...iN #
⋃

p(i1),...,p(iN−1)

(−1, 1)N−1 × Iso γ(iN−1)((Si1...iN−1)p(iN−1))iN (HiN )

are the possible maximal singular loci of (ζ(1) ◦ · · · ◦ ζ(N−1))−1(N ). Denote by ζ
!i1
i1
◦ · · · ◦ ζ!i1 ...!iNi1...iN

a local realization of the sequence of monoidal transformations ζ(1) ◦ · · ·◦ζ(N) corresponding to the
totally ordered subset {(Hi1), . . . , (HiN )} in a set of (θ(i1), . . . , θ(iN ))-charts labeled by the indices
%i1 , . . . , %iN . As a consequence, we obtain a partial monomialization of the inverse image ideal
sheaf (ζ(1) ◦ · · · ◦ ζ(N))∗(IN ) according to

(ζ(1) ◦ · · · ◦ ζ(N))∗(IN ) · Em̃,M̃(N) = τi1 · · · τiN · (ζ(1) ◦ · · · ◦ ζ(N))−1
∗ (IN ) · Em̃,M̃(N)

in a neighborhood of any point m̃ ∈ M̃(N) = BZ(N)(M̃(N−1)), as well as local factorizations of the
phase function according to

Φ ◦ (id ξ ⊗ (ζ
!i1
i1
◦ · · · ◦ ζ!i1 ...!iNσi1 ...σiN

)) = (i1...iN )Φ̃tot = τi1 · · · τiN (i1...iN )Φ̃wk,

where in the relevant (θ(i1), . . . , θ(iN ))-charts

(i1...iN )Φ̃wk =
〈
Ξ · T
(
dp(i1)1 (Ã(i1)

p(i1)), . . . , 0, dp
(i2)
1 (Ã(i2)

p(i2)), . . . , 0, . . . , dp
(iN )
1 (Ã(iN )

p(iN )), . . . ,

θ(iN )
1

(
ṽ(iN )
)
− θ(iN )

1

(
(h(iN ))∗,p(i1) ṽ(iN )

)
, . . .
)
, ξ
〉

+
N∑

j=1

O(|τijA(ij)|) +O(|τiN [θ(iN )(ṽ(iN ))− θ(iN )((h(iN ))∗,p(i1) ṽ(iN ))]|),

the {p(ij)s } being local coordinates, ṽ(iN )(p(ij), θ(iN )) ∈ γ(iN )((S+
i1...iN

)p(iN )), h(iN ) ∈ Gp(iN ) , and

Ξ =Ξ(i1) · Ξ(i1i2) · · · · · Ξ(i1...iN−1),

Ξ(i1...ij) =
∂(p(i1), τi1 , p

(i2), τi2 , . . . , p
(ij), θ(ij)))

∂(p(i1), τi1 , p(i2), τi2 , . . . , p
(ij), τij , p

(ij+1), θ(ij+1))
(p(i1), 1, p(i2), 1, . . . , p(ij), 1, p(ij+1), 0).

Here Ξ(i1...ij) corresponds to the Jacobian of the coordinate change given by

θ(ij) = θ(ij)
(
τij expp(ij+1) γ(ij+1)(v(ij+1))

)
.
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Modulo lower order terms, I(µ) is then given by a sum of integrals of the form

I
!i1 ...!iN
i1...iN

(µ) =
∫

Mi1 (Hi1 )×(−1,1)

[ ∫

γ(i1)((Si1)p(i1) )i2(Hi2 )×(−1,1)
. . .
[ ∫

γ(iN−1)((Si1...iN−1)p(iN−1) )iN (HiN )×(−1,1)

[ ∫

γ(iN )((Si1...iN )
p(iN ))×G

p(iN )×
◦

Dι(g⊥

p(iN ) )×···×
◦

Dι(g⊥

p(i1) )×Rn

eiµτ1...τN
(i1...iN )Φ̃wk

a
!i1 ...!iN
i1...iN

J̄ !i1 ...!iNi1...iN
dξ dA(i1) . . . dA(iN ) dh(iN ) dṽ(iN )

]
dτiN dp(iN ) . . .

]
dτi2 dp

(i2)
]
dτi1 dp

(i1).

(36)

Here a
!i1 ...!iN
i1...iN

are amplitudes with compact support in a system of (θ(i1), . . . , θ(iN ))-charts labeled
by the indices %i1 , . . . , %iN , while

J̄ !i1 ...!iNi1...iN
=

N∏

j=1

|τij |c
(ij )+

∑j
r=1 d(ir)−1J !i1 ...!iNi1...iN

,

where J !i1 ...!iNi1...iN
are functions which do not depend on the variables τij .

N-th reduction. For each p(iN−1), the isotropy groupGp(iN−1) acts on γ(iN−1)((Si1...iN−1)p(iN−1))iN
by the types (HiN ), . . . , (HL). The types occuring in Wi1...iN constitute a subset of these, and
Gp(iN−1) acts on the sphere bundle Si1...iN over the submanifold γ(iN−1)((Si1...iN−1)p(iN−1))iN (HiN ) ⊂
Wi1...iN with one type less.

End of iteration. As before, let Λ ≤ L be the maximal number of elements of a totally ordered
subset of the set of isotropy types. After N = Λ − 1 steps, the end of the iteration is reached.
In particular, we will have achieved a desingularization of N . For this, it is actually sufficient to
consider only monoidal transformations (35) whose centers Z(N) are unions over totally ordered
subsets {(Hi1 ), . . . , (HiN )} for which the corresponding orbit types G/Hij are singular.

Theorem 6. Consider a compact, connected n-dimensional Riemannian manifold M , together
with a compact, connected Lie groups G acting effectively and isometrically on M , and put

N = {(x, g) ∈M : gx = x} .

For every 1 ≤ N ≤ Λ− 1, let the monoidal transformation ζ(N) be defined as in (35), where Z(N)

is a union over totally ordered subsets {(Hi1), . . . , (HiN )} of singular isotropy types of N elements.
Denote the sequence of monoidal transformations ζ(1) ◦ · · · ◦ ζ(Λ−1) by ζ, and put M̃ = M̃(Λ−1).
Then ζ : M̃ →M yields a strong resolution of N .

Proof. If all G-orbits on M have the same dimension, N is a manifold, and ζ : M → M is the
identity. Let us therefore assume that there are singular orbits, and begin by recalling the covering

N = N1 ∪ · · · ∪ NL,

where NL = IsoWL is a manifold, and the Nk = N ∩ Uk are in general singular for k < L.
Let 1 ≤ N ≤ Λ − 1, and consider a totally ordered subset {(Hi1), . . . , (HiN )} of isotropy types
such that i1 < · · · < iN . In case that (Hij ) is exceptional, all types (Hij′ ) with j < j′ are
exceptional, or principal. Indeed, if Hij/HL is finite and non-trivial, Hij′ /HL is also finite. In
particular, if (Hi1 ) is exceptional, Ni1 is a manifold. In what follows, let us therefore restrict to
the case where {(Hi1 ), . . . , (HiN )} is a totally ordered subset of singular isotropy types which is
maximal in the sense that there is no singular isotropy type (HiN+1) with iN < iN+1 such that{
(Hi1), . . . , (HiN+1)

}
is a totally ordered subset. Let ζ

!i1
i1
◦ · · · ◦ ζ!i1 ...!iNi1...iN

be a local realization



SINGULAR EQUIVARIANT ASYMPTOTICS AND WEYL’S LAW 31

of the sequence of monoidal transformations ζ(1) ◦ · · · ◦ ζ(N) corresponding to the totally ordered
subset {(Hi1), . . . , (HiN )} in a set of (θ(i1), . . . , θ(iN ))-charts labeled by the indices %i1 , . . . , %iN .
The preimage of Ni1 under ζ

!i1
i1
◦ · · · ◦ ζ!i1 ...!iNi1...iN

is given by all points

(τi1 , . . . , τiN , p(i1), . . . , p(iN ), ṽ(iN ), A(i1), . . . , A(iN ), h(iN ))

satisfying
(x(i1...iN ), g(i1...iN )) ∈ N ,

where for j = 1, . . . , N we set

x(ij ...iN ) = expp(ij ) [τij expp(ij+1)[τij+1 expp(ij+2)[. . . [τiN−2 expp(iN−1)[τiN−1 expp(iN ) [τiN ṽ(iN )]]] . . . ]]],

g(ij ...iN ) = eτij ···τiNA(ij)

eτij+1 ···τiNA(ij+1)

· · · eτiN−1τiNA(iN−1)

eτiNA(iN )

h(iN ).

(37)

Assume now that τi1 · · · τiN 4= 0. Since the point x(i1...iN ) lies in a slice aroundG·p(i1), the condition
g(i1...iN ) ∈ Gx(i1...iN ) implies that g(i1...iN ) must stabilize p(i1) as well. Frome the inclusions

Gp(iN ) ⊂ Gp(iN−1) ⊂ · · · ⊂ Gp(i1)(38)

and g⊥
p(ij+1) ⊂ gp(ij ) one deduces g(i2...iN ) ∈ Gp(i1) , and we obtain

g(i1...iN )p(i1) = eτi1 ...τiN
∑
α(i1)

r A(i1)
r p(i1) = p(i1).

Thus we conclude α(i1) = 0, which implies g(i2...iN ) ∈ Gx(i1...iN ) , and consequently g(i2...iN ) ∈
Gx(i2...iN ) . Repeating the above argument we see that

(x(i1...iN ), g(i1...iN )) ∈ N ⇐⇒ A(ij) = 0, h(iN ) ∈ Gṽ(iN )

in case that τi1 · · · τiN 4= 0. Actually we have shown that if τi1 · · · τiN 4= 0

(39) Gx(i1,...,iN ) = Gṽ(iN ) ,

since Gṽ(iN ) ⊂ Gp(iN ) . The preimage of Ni1 under ζ
!i1
i1
◦ · · · ◦ ζ!i1 ...!iNi1...iN

is therefore given by

{
τi1 · · · τiN 4= 0, A(ij) = 0, h(iN ) ∈ Gṽ(iN )

}
∪

N⋃

j=1

{
τij = 0

}
.

By assumption, Gp(iN ) acts on (Si1...iN )p(iN ) with orbits of the same dimension, so that

(40) {A(ij) = 0, h(iN ) ∈ Gṽ(iN )}
is a smooth submanifold, being equal to the total space of the isotropy bundle given by the local
trivialization

(τij , p
(ij), ṽ(iN ), Gṽ(iN )) (→ (τij , p

(ij), ṽ(iN )).

Now, for 1 ≤ N ≤ Λ− 1, let ζ(N) be defined as in (35), where Z(N) is a union over totally ordered
subsets of singular isotropy types of N elements, and put ζ = ζ(1) ◦ · · · ◦ ζ(Λ−1). By construction, ζ
is given locally by sequences of local transformations ζ

!i1
i1
◦· · ·◦ζ!i1 ...!iNi1...iN

corresponding to maximal,
totally ordered subsets {(Hi1), . . . , (HiN )} of singular isotropy types of N ≤ Λ−1 elements. Taking
the union over all the corresponding sets (40) yields a smooth submanifold Ñ which has normals
crossings with the exceptional divisor ζ−1(SingN ) ⊂ M̃. Furthermore, ζ maps the union of the
sets
{
τi1 · · · τiN 4= 0, A(ij) = 0, h(iN ) ∈ Gṽ(iN )

}
bijectively onto the non-singular part RegN of

N . However, RegN is not necessarily dense in N , nor is ζ(Ñ ), so that ζ : Ñ → N might not be
a birational map in general. Nevertheless, by sucessively blowing up the intersections of Ñ with
ζ−1(SingN ) one finally obtains a strong resolution of N . !
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The resolution of N constructed in Theorem 6 was deduced from a monomialization of the ideal
sheaf IN

ζ∗(IN ) · Em̃,M̃ = τi1 · · · τiΛ−1 · ζ−1
∗ (IN ) · Em̃,M̃, m̃ ∈ M̃,

where ζ−1
∗ (IN ) is a resolved ideal sheaf. In the following two sections, we shall derive from this a

partial monomialization of the local ideal IΦ = (Φ) such that the corresponding weak transforms
of Φ have clean critical sets. This will allow us to derive asymptotics for the integrals I

!i1 ...!iN
i1...iN

(µ)
in Section 8 via the stationary phase theorem.

6. Phase analysis of the weak transforms. The first main theorem

We continue with the notation of the previous sections and recall that the sequence of monoidal
transformations ζ = ζ(1) ◦ · · · ◦ ζ(Λ−1) is given locally by sequences of local transformations ζ

!i1
i1
◦

· · ·◦ζ!i1 ...!iNi1...iN
corresponding to totally ordered subsets {(Hi1), . . . , (HiN )} of non-principal isotropy

types that are maximal in the sense that, if there is an isotropy type (HiN+1) with iN < iN+1 such
that
{
(Hi1 ), . . . , (HiN+1)

}
is a totally ordered subset, then (HiN+1) = (HL). Let now x ∈ M be

fixed, and Zx ⊂ TxM be a neighborhood of zero such that expx : Zx −→ M is a diffeomorphism
onto its image. One has

(expx)∗,v : TvZx −→ Texpx vM, v ∈ Zx,

and under the identification TxM # T0Zx one computes (expx)∗,0 ≡ id . Furthermore, for g ∈ G
we have g · expx v = Lg(expx v) = expLg(x)(Lg)∗,x(v). Consider next a maximal, totally ordered
subset {(Hi1 ), . . . , (HiN )} of isotropy types with i1 < · · · < iN < L, and denote by

λ : gp(i1) −→ gl(νi1,p(i1)), B(i1) (→ d

dt
(L

e−tB(i1) )∗,p(i1)|t=0,

the linear representation of gp(i1) in νi1,p(i1) , where p(i1) ∈ Mi1(Hi1). For an arbitrary element

A(ij) ∈ g⊥ij with 2 ≤ j ≤ N , and x(i1...iN ) given as in (37), one computes

(Ã(ij))x(i1...iN ) =
d

dt
e−tA(ij) · x(i1...iN )

|t=0 =
d

dt
expp(i1)

[
( e−tA(ij)

)∗,p(i1) [τi1x
(i2...iN )]

]
|t=0

= (expp(i1))∗,τi1x(i2...iN ) [λ(A(ij ))τi1x
(i2...iN )],

successively obtaining

(Ã(ij))x(i1...iN ) =
d

dt
expp(i1)

[
τi1 expp(i2) [. . . [τij−1 ( e

−tA(ij)

)∗,p(i1)x(ij ...iN )] . . . ]
]
|t=0

= (expp(i1))∗,τi1x(i2...iN )

[
τi1 (expp(i2))∗,τi2x(i3...iN ) [. . . [τij−1λ(A

(ij ))x(ij ...iN )] . . . ]
]
,

(41)

where we made the canonical identification Tv(νi1,p(i1)) ≡ νi1,p(i1) for any v ∈ (νi1)p(i1) . We shall

next define certain geometric distributions E(ij) and F (iN ) on M by setting

E(i1)

x(i1...iN ) = Span{Ỹx(i1...iN ) : Y ∈ g⊥p(i1)},

E
(ij)

x(i1...iN ) = (expp(i1))∗,τi1x(i2...iN ) . . . (expp(ij−1))∗,τij−1x
(ij ...iN ) [λ(g⊥

p(ij ))x
(ij ...iN )],

F (iN )

x(i1...iN ) = (expp(i1))∗,τi1x(i2...iN ) . . . (expp(iN ))∗,τiN ṽ(iN ) [λ(gp(iN ))ṽ(iN )],

(42)

where 2 ≤ j ≤ N . By construction, if τi1 · · · τiN 4= 0, the G-orbit through x(i1...iN ) is of principal
type G/HL, which amounts to the fact that Gp(iN−1) acts on Si1...iN only with isotropy type (HL),
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where we understand that Gp(i0) = G. Furthermore, (34) and (41) imply that

Tx(i1...iN )(G · x(i1...iN )) = E(i1)

x(i1...iN ) ⊕
N⊕

j=2

τi1 . . . τij−1E
(ij)

x(i1...iN ) ⊕ τi1 . . . τiNF (iN )

x(i1...iN ) .(43)

The main result of this section is the following

Theorem 7 (First Main Theorem). Let {(Hi1), . . . , (HiN )} be a maximal, totally ordered subset
of non-principal isotropy types, and ζ

!i1
i1
◦ · · · ◦ ζ!i1 ...!iNi1...iN

a corresponding local realization of the

sequence of monoidal transformations ζ(1) ◦ · · · ◦ ζ(N) in a set of (θ(i1), . . . , θ(iN ))-charts labeled by
the indices %i1 , . . . , %iN . Consider the corresponding factorization

Φ ◦ (id ξ ⊗ (ζ
!i1
i1
◦ · · · ◦ ζ!i1 ...!iNσi1 ...σiN

)) = (i1...iN )Φ̃tot = τi1 · · · τiN (i1...iN )Φ̃wk, pre

of the phase function (10) where 2

(i1...iN )Φ̃wk,pre =
〈
Ξ · T
(
dp(i1)1 (Ã(i1)

p(i1)), . . . , 0, dp
(i2)
1 (Ã(i2)

p(i2)), . . . , 0, . . . , dp
(iN )
1 (Ã(iN )

p(iN )), . . . ,

θ(iN )
1

(
ṽ(iN )
)
− θ(iN )

1

(
(h(iN ))∗,p(i1) ṽ(iN )

)
, . . .
)
, ξ
〉
+

N∑

j=1

O(|τijA(ij)|)

+O(|τiN [θ(iN )(ṽ(iN ))− θ(iN )((h(iN ))∗,p(i1) ṽ(iN ))]|).

Let further (i1...iN )Φ̃wk denote the pullback of (i1...in)Φ̃wk, pre along the substitution τ = δi1...iN (σ)
given by the sequence of local quadratic transformations

δi1...iN : (σi1 , . . . σiN ) (→ σi1(1, σi2 , . . . , σiN ) = (σ′
i1 , . . . , σ

′
iN ) (→ σ′

i2 (σ
′
i1 , 1, . . . , σ

′
iN ) = (σ′′

i1 , . . . , σ
′′
iN )

(→ σ′′
i3(σ

′′
i1 , σ

′′
i2 , 1, . . . , σ

′′
iN ) = · · · (→ · · · = (τi1 , . . . , τiN ).

Then the critical set Crit( (i1...iN )Φ̃wk) of (i1...iN )Φ̃wk is given by all points

(σi1 , . . . , σiN , p(i1), . . . , p(iN ), ṽ(iN ), A(i1), . . . , A(iN ), h(iN ), ξ)

satisfying the conditions

(I) A(ij) = 0 for all j = 1, . . . , N , and (h(iN ))∗,p(i1) ṽ(iN ) = ṽ(iN ),

(II) ηx(i1...iN ) ∈ Ann
(
E

(ij)

x(i1...iN )

)
for all j = 1, . . . , N ,

(III) ηx(i1...iN ) ∈ Ann
(
F (iN )

x(i1...iN )

)
,

where η denotes the 1-form
∑n

i=1 ξi dx̃i. Furthermore, Crit( (i1...iN )Φ̃wk) is a C∞-submanifold of
codimension 2κ, where κ = dimG/HL is the dimension of a principal orbit.

Proof. In what follows, set

(44) Z!i1 ...!iNi1...iN
= (ζ

!i1
i1
◦ · · · ◦ ζ!i1 ...!iNi1...iN

◦ (δi1...iN ⊗ id ))⊗ id ξ

so that
Φ ◦ Z!i1 ...!iNi1...iN

= (i1...iN )Φ̃tot = τi1 (σ) . . . τiN (σ) (i1...iN )Φ̃wk,

and let σi1 · · ·σiN 4= 0. In this case, Z!i1 ...!iNi1...iN
constitutes a diffeomorphism, so that

Crit( (i1...iN )Φ̃tot)σi1 ···σiN .=0 = {(σi1 , . . . , σiN , p(i1), . . . , p(iN ), ṽ(iN ), A(i1), . . . , A(iN ), h(iN ), ξ) :

(x(i1...iN ), ξ, g(i1...iN )) ∈ C, σi1 · · ·σiN 4= 0},

2Note that (i1...iN )Φ̃wk,pre was formerly denoted by (i1...iN )Φ̃wk .
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where we employed the notation of (37). Now, by (21),

(x(i1...iN ), ξ, g(i1...iN )) ∈ C ⇐⇒ ηx(i1...iN ) =
n∑

i=1

ξi (dx̃i)x(i1...iN ) ∈ Ω,

g(i1...iN ) ∈ G(x(i1...iN ),η
x(i1...iN ) )

.

The reasoning which led to (39) in particular implies that condition (I) is equivalent to g(i1...iN ) ∈
Gx(i1...iN ) in case that all σij are different from zero. Now, ηx(i1...iN ) ∈ Ω means that

∑
ξi(dx̃i)x(i1...iN ) ∈ Ann(Tx(i1...iN )(G · x(i1...iN ))).

But if σij 4= 0 for all j = 1, . . . , N , (II) and (III) imply that

ηx(i1...iN )

(
(expp(i1))∗,τi1x(i2...iN ) [. . . (expp(ij−1))∗,τiN−1x

(iN ) [λ(Z)x(iN )] . . .
])

= 0 ∀Z ∈ gp(iN−1) ,

since gp(iN−1) = gp(iN ) ⊕ g⊥
p(iN ) . By repeatedly using this argument, we conclude that under the

assumption σi1 · · ·σiN 4= 0

(45) (II), (III) ⇐⇒ ηx(i1...iN ) ∈ Ann(Tx(i1...iN )(G · x(i1...iN ))).

Taking everything together therefore gives

Crit( (i1...iN )Φ̃tot)σi1 ···σiN .=0

= {(σi1 , . . . , σiN , p(i1), . . . , p(iN ), ṽ(iN ), A(i1), . . . , A(iN ), h(iN ), ξ) :

σi1 · · ·σiN 4= 0, (I)-(III) are fulfilled and h(iN ) · ηx(i1...iN ) = ηx(i1...iN )},

(46)

and we assert that
Crit( (i1...iN )Φ̃wk) = Crit( (i1...iN )Φ̃tot)σi1 ···σiN .=0.

To show this, let us still assume that all σij are different from zero. Then all τij are different from

zero, too, and ∂ξ (i1...iN )Φ̃wk = 0 is equivalent to

∂ξ Φ(x
(i1...iN ), ξ, g(i1...iN )) = 0,

which gives us the condition g(i1...iN ) ∈ Gx(i1...iN ) . By the reasoning which led to (39) we therefore
obtain condition (I) in the case that all σij are different from zero. Let now one of the σij be equal

to zero. Then all τij are zero, too, and ∂ξ (i1...iN )Φ̃wk = 0 is equivalent to

Ã
(ij)

p(ij )(p
(ij)
q ) = 0 for all 1 ≤ j ≤ N and q, (1− h(iN ))∗,p(i1) ṽ(iN ) = 0,(47)

since the (n×n)-matrix Ξ is invertible, so that the kernel of the corresponing linear transformation
is trivial. Denote byNp(i1)(G·p(i1)) the normal space in Tp(i1)M to the orbitG·p(i1), on whichGp(i1)

acts, and define N
p(ij+1)(Gp(ij ) · p(ij+1)) successively as the normal space to the orbit G

p(ij ) · p(ij+1)

in the Gp(ij ) -space Np(ij )(Gp(ij−1) · p(ij)), where we understand that Gp(i0) = G. Since smooth
actions of compact Lie groups are locally smooth, the aforementioned actions can be assumed to

be orthogonal, see [8], pages 171 and 308. Since Ã(i1)

p(i1) ∈ Tp(i1)(G · p(i1)) is tangent to Mij (Hij ),

and Ã
(ij)

p(ij ) ∈ Tp(ij )(Gp(ij−1) · p(ij)) is tangent to γ(ij−1)((S+
i1...ij−1

)p(ij−1))ij (Hij ), we finally obtain

(48) ∂ξ
(i1...iN )Φ̃wk = 0 ⇐⇒ (I)

for arbitrary σij . In particular, one concludes that (i1...iN )Φ̃wk must vanish on its critical set. Since

d( (i1...iN )Φ̃tot) = d(τi1 . . . τiN ) · (i1...iN )Φ̃wk + τi1 . . . τiN d ((i1...iN )Φ̃wk),
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one sees that
Crit( (i1...iN )Φ̃wk) ⊂ Crit( (i1...iN )Φ̃tot).

In turn, the vanishing of Φ on its critical set implies

(49) Crit( (i1...iN )Φ̃wk)σi1 ...σiN .=0 = Crit( (i1...iN )Φ̃tot)σi1 ...σiN .=0.

Therefore, by continuity,

(50) Crit( (i1...iN )Φ̃tot)σi1 ...σiN .=0 ⊂ Crit( (i1...iN )Φ̃wk).

In order to see the converse inclusion we shall henceforth assume that ∂ξ (i1...iN )Φ̃wk = 0, and
consider next the α-derivatives, where we shall again take σi1 · · ·σiN 4= 0. Taking into account
(39) and (48), one sees that

∂
α

(ij )
r

(i1...iN )Φ̃wk = 0

⇐⇒ 1

τi1 · · · τiN
∂
α

(ij )
r

Φ(x(i1...iN ), ξ, g(i1...iN )) =
1

τi1 · · · τij−1

n∑

q=1

ξq (Ã
(ij)
r )x(i1...iN )(x̃q) = 0.

By (41) we therefore obtain for arbitrary σ and 1 ≤ j ≤ N

∂α(ij)
(i1...iN )Φ̃wk = 0 ⇐⇒

n∑

q=1

ξq (dx̃q)x(i1...iN ) ∈ Ann(E
(ij)

x(i1...iN )).

Consequently,

(51) ∂α
(i1...iN )Φ̃wk = 0 ⇐⇒ (II).

In a similar way, one sees that

∂h(iN )
(i1...iN )Φ̃wk = 0 ⇐⇒ (III),(52)

by which the necessity of the conditions (I)–(III) is established. In order to see their sufficiency,
let them be fulfilled, and assume again that σij 4= 0 for all j = 1, . . . , N . Then (45) implies that

ηx(i1...iN ) ∈ Ann(Tx(i1...iN )(G · x(i1...iN ))). Now, if σi1 · · ·σiN 4= 0, G · x(i1...iN ) is of principal type
G/HL in M , so that the isotropy group of x(i1...iN ) must act trivially on Nx(i1...iN )(G · x(i1...iN )),
compare [8], page 181. If therefore X = XT + XN denotes an arbitrary element in Tx(i1...iN )M =
Tx(i1...iN )(G · x(i1...iN )))⊕Nx(i1...iN )(G · x(i1...iN ))), and g ∈ Gx(i1...iN ) , one computes

g · ηx(i1...iN )(X) = [(Lg−1)∗gx(i1 ...iN )ηx(i1...iN ) ](X) = ηx(i1...iN )((Lg−1)∗,x(i1...iN )(XN ))

= ηx(i1...iN )(XN ) = ηx(i1...iN )(X).

With (39) we then conclude that h(iN ) · ηx(i1...iN ) = ηx(i1...iN ) , since (h(iN ))∗,p(i1) ṽ(iN ) = ṽ(iN ) by
(48). Set next

(53) V (i1...ij) = Np(ij )(Gp(ij−1) · p(ij)).

We then have the following

Lemma 2. The orbit of the point ṽ(iN ) in the Gp(iN )-space V (i1...iN ) is of principal type.

Proof of the lemma. By assumption, for σij 4= 0, 1 ≤ j ≤ N , the G-orbit of x(i1...iN ) is of principal
type G/HL in M . The theory of compact group actions then implies that this is equivalent to the
fact that x(i2...iN ) ∈ V (i1) is of principal type in the Gp(i1) -space V (i1), see [8], page 181, which in

turn is equivalent to the fact that x(i3...iN ) ∈ V (i1i2) is of principal type in the Gp(i2) -space V (i1i2),

and so forth. Thus, x(ij ...iN ) ∈ V (i1...ij−1) must be of principal type in the Gp(ij−1)-space V (i1...ij−1)

for all j = 1, . . . N , and the assertion follows. !
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Let us now assume that one of the σij vanishes. Then

(II), (III) ⇔
{

ηp(i1) ∈ Ann(E
(ij)

p(i1)) ∀ j = 1, . . . , N,

ηp(i1) ∈ Ann(F (iN )

p(i1) ),
(54)

where E(i1)

p(i1) = Tp(i1)(G · p(i1)), and

(55) E
(ij)

p(i1) # Tp(ij)(Gp(ij−1) · p(ij)) ⊂ V (i1...ij−1), 2 ≤ j ≤ N,

while F (iN )

p(i1) # Tṽ(iN )(Gp(iN ) · ṽ(iN )) ⊂ V (i1...iN ). Consequently, we obtain the direct sum of vector
spaces

E(i1)
p(i1) ⊕ E(i2)

p(i1) ⊕ · · · ⊕ E(iN )
p(i1) ⊕ F (iN )

p(i1) ⊂ Tp(i1)M.

Now, as a consequence of the previous lemma, the stabilizer of ṽ(iN ) must act trivially onNṽ(iN )(Gp(iN ) ·
ṽ(iN )). If therefore X = XT + XN denotes an arbitrary element in

Tp(i1)M #
N⊕

j=1

Tp(ij)(Gp(ij−1) · p(ij))⊕ Tṽ(iN )(Gp(iN ) · ṽ(iN ))⊕Nṽ(iN )(Gp(iN ) · ṽ(iN ))

#
N⊕

j=1

E
(ij)

p(i1) ⊕ F (iN )

p(i1) ⊕Nṽ(iN )(Gp(iN ) · ṽ(iN )),

(38), (54), and Gṽ(iN ) ⊂ Gp(iN ) imply that for g ∈ Gṽ(iN )

g · ηp(i1)(X) = [(Lg−1)∗gp(i1)ηp(i1) ](X) = ηp(i1)((Lg−1)∗,p(i1)(XN ))

= ηp(i1)(XN ) = ηp(i1)(X).

Collecting everything together we have shown for arbitrary σ = (σi1 , . . . , σiN ) that

∂ξ,α(i1),...,α(iN ),h(iN )
(i1...iN )Φ̃wk = 0 ⇐⇒ (I), (II), (III) =⇒ h(iN ) ∈ Gη

x(i1...iN )
.(56)

By (46) and (50) we therefore conclude

(57) Crit( (i1...iN )Φ̃tot)σi1 ...σiN .=0 = Crit( (i1...iN )Φ̃wk).

We have thus computed the critical set of (i1...iN )Φ̃wk, and it remains to show that it is a C∞-
submanifold of codimension 2κ. By the previous considerations,

Crit( (i1...iN )Φ̃wk)

=
{
A(ij) = 0, h(iN ) ∈Gṽ(iN ) , ηx(i1...iN ) ∈ Ann

( N⊕

j=1

E
(ij)

x(i1...iN ) ⊕ F (iN )

x(i1...iN )

)}
.

(58)

Now, since for σi1 · · ·σiN 4= 0 the G-orbit of x(i1...iN ) is of principal type G/HL in M , (43) implies
in this case that

κ =dim Tx(i1...iN )(G · x(i1...iN )) = dim
[
E(i1)

x(i1...iN ) ⊕
N⊕

j=2

τi1 . . . τij−1E
(ij)

x(i1...iN ) ⊕ τi1 . . . τiNF (iN )

x(i1...iN )

]

=
N∑

j=1

dimE
(ij)

x(i1...iN ) + dimF (iN )

x(i1...iN ) .
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But dimE
(ij)

x(i1...iN ) = dimGp(ij−1) · p(ij) in particular shows that the dimensions of the spaces

E
(ij)

x(i1...iN ) do not depend on the variables σij . A similar argument applies to F (iN )

x(i1...iN ) , so that we
obtain the equality

(59) κ =
N∑

j=1

dimE
(ij)

x(i1...iN ) + dimF (iN )

x(i1...iN )

for arbitrary x(i1...iN ). Note that, in contrast, the dimension of Tx(i1...iN )(G · x(i1...iN )) collapses,
as soon as one of the τij becomes zero. Since the annihilator of a subspace of TxM is a linear
subspace of T ∗

xM , we arrive at a vector bundle with (n− κ)-dimensional fiber that is locally given
by the trivialization

(
σij , p

(ij), ṽ(iN ),Ann
( N⊕

j=1

E
(ij)

x(i1...iN ) ⊕ F (iN )

x(i1...iN )

))
(→ (σij , p

(ij), ṽ(iN )).

Consequently, by (56) and (58) we see that Crit( (i1...iN )Φ̃wk) is equal to the total space of the fiber
product of the mentioned vector bundle with the isotropy bundle given by the local trivialization

(σij , p
(ij), ṽ(iN ), Gṽ(iN )) (→ (σij , p

(ij), ṽ(iN )).

Lastly, equation (39) implies dim gṽ(iN ) = d− κ, which concludes the proof of Theorem 7. !

7. Phase analysis of the weak transforms. The second main theorem

In this section, we shall prove that the Hessians of the weak transfoms (i1...iN )Φ̃wk are transver-
sally non-degenerate at each point of their critical sets. We begin with the following general obser-
vation. Let M be a n-dimensional C∞-manifold, and C the critical set of a function ψ ∈ C∞(M),
which is assumed to be a smooth submanifold in a chart O ⊂M . Let further

α : (x, y) (→ m, β : (q1, . . . , qn) (→ m, m ∈ O,

be two systems of local coordinates on O, such that α(x, y) ∈ C if and only if y = 0. One computes

∂yl(ψ ◦ α)(x, y) =
n∑

i=1

∂(ψ ◦ β)
∂ qi

(β−1 ◦ α(x, y)) ∂yl(β
−1 ◦ α)i(x, y),

as well as

∂yk ∂yl(ψ ◦ α)(x, y) =
n∑

i=1

∂(ψ ◦ β)
∂ qi

(β−1 ◦ α(x, y)) ∂yk ∂yl(β
−1 ◦ α)i(x, y)

+
n∑

i,j=1

∂2(ψ ◦ β)
∂ qi ∂ qj

(β−1 ◦ α(x, y)) ∂yk(β
−1 ◦ α)j(x, y) ∂yl(β

−1 ◦ α)i(x, y).

Since

α∗,(x,y)(∂yk) =
n∑

j=1

∂yk(β
−1 ◦ α)j(x, y)β∗,(β−1◦α)(x,y)(∂qj ),

this implies

(60) ∂yk ∂yl(ψ ◦ α)(x, 0) = Hessψ|α(x,0)(α∗,(x,0)(∂yk), α∗,(x,0)(∂yl)),

by definition of the Hessian [34], Section 2. Let us now write x = (x′, x′′), and consider the
restriction of ψ onto the C∞-submanifold Mc′ = {m ∈ O : m = α(c′, x′′, y)} . We write ψc′ = ψ|Mc′

,
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and denote the critical set of ψc′ by Cc′ , which contains C ∩Mc′ as a subset. Introducing on Mc′

the local coordinates α′ : (x′′, y) (→ α(c′, x′′, y), we obtain

∂yk ∂yl(ψc′ ◦ α′)(x′′, 0) = Hessψc′|α(x′′,0)(α
′
∗,(x′′,0)(∂yk), α

′
∗,(x′′,0)(∂yl)).

Let us now assume Cc′ = C ∩Mc′ , a transversal intersection. Then Cc′ is a submanifold of Mc′ ,
and the complement of Tα′(x′′,0)Cc′ in Tα′(x′′,0)Mc′ at a point α′(x′′, 0) is spanned by the vector
fields α′

∗,(x′′,0)(∂yk). Since clearly

∂yk ∂yl(ψc′ ◦ α′)(x′′, 0) = ∂yk ∂yl(ψ ◦ α)(x, 0), x = (c′, x′′),

we thus have proven the following

Lemma 3. Assume that Cc′ = C∩Mc′ . Then Hessψ is transversally non-degenerate at α(c′, x′′, 0) ∈
C if, and only if Hessψc′ is transversally non-degenerate at α′(x′′, 0) ∈ Cc′ . That is, Hessψ defines
a non-degenerate quadratic form on

Tα(c′,x′′,0)M/Tα(c′,x′′,0)C

if, and only if Hessψc′ defines a non-degenerate quadratic form on

Tα′(x′′,0)Mc′/Tα′(x′′,0)Cc′ .

!

Let us now state the main result of this section, the notation being the same as in the previous
sections.

Theorem 8 (Second Main Theorem). Let {(Hi1), . . . , (HiN )} be a maximal, totally ordered subset
of non-principal isotropy types of the G-action on M , and Z!i1 ...!iNi1...iN

be defined as in (44). Consider
the corresponding factorization

Φ ◦ Z!i1 ...!iNi1...iN
= (i1...iN )Φ̃tot = τi1(σ) . . . τiN (σ) (i1...iN )Φ̃wk

of the phase function (10). Then, at each point of the critical manifold Crit( (i1...iN )Φ̃wk), the
Hessian Hess (i1...iN )Φ̃wk is transversally non-degenerate.

For the proof of Theorem 8 we need the following

Lemma 4. Let (x, ξ, g) ∈ Crit(Φ), and x ∈ M(HL). Then (x, ξ, g) ∈ RegCrit(Φ), and HessΦ is
transversally non-degenerate at (x, ξ, g).

Proof. The first assertion is clear from (15) - (17). To see the second, consider the 1-form η =∑
ξidx̃i, and note that by (16)

ηx ∈ Ω ∩ T ∗
xY, x ∈M(HL), g ∈ Gx =⇒ g · ηx = ηx.

Since by (13) the condition ∂x Φ(x, ξ, g) = 0 is equivalent to g · ηx = ηx, and

∂ξ Φ(x, ξ, g) = 0 ⇐⇒ gx = x, ∂g Φ(x, ξ, g) = 0 ⇐⇒ ηgx ∈ Ω,

we obtain on T ∗(Y ∩M(HL))×G the implication

∂ξ,g Φ(x, ξ, g) = 0 =⇒ ∂x Φ(x, ξ, g) = 0.

Let Φx(ξ, g) denote the phase function (10) regarded as a function of the coordinates ξ, g alone,
while x is regarded as a parameter. Lemma 3 then implies that on T ∗(Y ∩M(HL))×G the study
of the transversal Hessian of Φ can be reduced to the study of the transversal Hessian of Φx. Now,
with respect to the coordinates ξ, g, the Hessian of Φx is given by

(
0 (dx̃i)x((X̃j)x)

(dx̃j)x((X̃i)x) (∂Xi ∂Xj Φx)(ξ, g)

)
,
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where {X1, . . . , Xd} denotes a basis of g. A computation then shows that the kernel of the corre-

sponding linear transformation is equal to
{
(ξ̃, s̃) :

∑
ξ̃i(dx̃i)x ∈ Ann(Tx(G · x)),

∑
s̃j(X̃j)x = 0

}
#

Tξ,g(Crit Φx). The lemma now follows by the following general observation. Let B be a symmetric
bilinear form on an n-dimensional K-vector space V , and B = (Bij)i,j the corresponding Gramsian
matrix with respect to a basis {v1, . . . , vn} of V such that

B(u,w) =
∑

i,j

uiwjBij , u =
∑

uivi, w =
∑

wivi.

We denote the linear operator given by B with the same letter, and write

V = kerB ⊕W.

Consider the restriction B|W×W of B to W ×W , and assume that B|W×W (u,w) = 0 for all u ∈ W ,
but w 4= 0. Since the Euclidean scalar product in V is non-degenerate, we necessarily must have
Bw = 0, and consequently w ∈ kerB ∩W = {0}, which is a contradiction. Therefore B|W×W

defines a non-degenerate symmetric bilinear form. !

Proof of Theorem 8. For σi1 · · ·σiN 4= 0, the sequence of monoidal transformations Z!i1 ...!iNi1...iN
de-

fined in (44) is a diffeomorphism, so that by the previous lemma

Hess(i1...iN )Φ̃tot(σij , p
(ij), ṽ(iN ), α(ij), h(iN ), ξ)

is transversally non-degenerate at each point of Crit( (i1...iN )Φtot)σi1 ···σiN .=0. Next, one computes
(
∂2 (i1...iN )Φ̃tot

∂ γk ∂ γl

)

k,l

= τi1 (σ) · · · τiN (σ)

(
∂2 (i1...iN )Φ̃wk

∂ γk ∂ γl

)

k,l

+

( (
∂2(τi1(σ)···τiN (σ))

∂ σirσis

)

r,s
0

0 0

)
(i1...iN )Φ̃wk +R,

where γk stands for any of the coordinates, and R represents a matrix whose entries contain first
order derivatives of (i1...iN )Φ̃wk as factors. But since by (49)

Crit( (i1...iN )Φ̃tot)σi1 ···σiN .=0 = Crit((i1...iN )Φ̃wk)|σi1 ···σiN .=0,

we conclude that the transversal Hessian of (i1...iN )Φ̃wk does not degenerate along the manifold
Crit((i1...iN )Φ̃wk)|σi1 ···σiN .=0. Therefore, it remains to study the transversal Hessian of (i1...iN )Φ̃wk

in the case that any of the σij vanishes, that is, along the exceptional divisor. Now, the proof of
the first main theorem, in particular (56), showed that

∂ξ,α(i1),...,α(iN ),h(iN )
(i1...iN )Φ̃wk = 0 =⇒ ∂σi1 ,...,σiN ,p(i1),...,p(iN ),ṽ(iN )

(i1...iN )Φ̃wk = 0.

If therefore
(i1...iN )Φ̃wk

σij ,p
(ij ),ṽ(iN )(α

(ij), h(iN ), ξ)

denotes the weak transform of the phase function Φ regarded as a function of the variables
(α(i1), . . . , α(iN ), h(iN ), ξ) alone, while the variables (σi1 , . . . , σiN , p(i1), . . . , p(iN ), ṽ(iN )) are kept
fixed at constant values,

Crit
(
(i1...iN )Φ̃wk

σij ,p
(ij ),ṽ(iN )

)
= Crit
(
(i1...iN )Φ̃wk

)
∩
{
σij , p

(ij), ṽ(iN ) = constant
}
.
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Thus, the critical set of (i1...iN )Φ̃wk
σij ,p

(ij ),ṽ(iN ) is equal to the fiber over (σij , p
(ij), ṽ(iN )) of the vector

bundle

(
(σij , p

(ij), ṽ(iN )), Gṽ(iN ) ×Ann
( N⊕

j=1

E
(ij)

x(i1...iN ) ⊕ F (iN )

x(i1...iN )

))
(→ (σij , p

(ij), ṽ(iN )),

and in particular a smooth submanifold. Lemma 3 then implies that the study of the transversal
Hessian of (i1...iN )Φ̃wk can be reduced to the study of the transversal Hessian of (i1...iN )Φ̃wk

σij ,p
(ij ),ṽ(iN ) .

The crucial fact is now contained in the following

Proposition 3. Assume that σi1 · · ·σiN = 0. Then

kerHess (i1...iN )Φ̃wk
σij ,p

(ij),ṽ(iN )(0, . . . , 0, h
(iN ), ξ) # T(0,...,0,h(iN ),ξ)Crit

(
(i1...iN )Φ̃wk

σij ,p
(ij ),ṽ(iN )

)

for all (0, . . . , 0, h(iN ), ξ) ∈ Crit
(
(i1...iN )Φ̃wk

σij ,p
(ij ),ṽ(iN )

)
, and arbitrary p(ij), ṽ(ij).

Proof. Since σi1 · · ·σiN = 0, we have

(i1...iN )Φ̃wk
σij ,p

(ij),ṽ(iN ) =
〈
Ξ · T
(
dp(i1)1 (Ã(i1)

p(i1)), . . . , 0, dp
(i2)
1 (Ã(i2)

p(i2)), . . . , 0, . . . , dp
(iN )
1 (Ã(iN )

p(iN )), . . . ,

θ(iN )
1

(
ṽ(iN )
)
− θ(iN )

1

(
(h(iN ))∗,p(i1) ṽ(iN )

)
, . . .
)
, ξ
〉
.

The only non-vanishing second order derivatives at a critical point (0, . . . , 0, h(iN ), ξ) therefore read

∂
α

(ij )
s

∂ξr
(i1...iN )Φ̃wk

σij ,p
(ij ),ṽ(iN ) =

[
Ξ · T
(
0, . . . , 0, dp

(ij)
1 ((Ã(ij)

s )p(ij )), . . . , 0, . . . , 0
)]

r
,

∂
β
(iN )
s

∂ξr
(i1...iN )Φ̃wk

σij ,p
(ij ),ṽ(iN ) =

[
Ξ · T
(
0, . . . , 0, dθ(iN )

1 ((B̃(iN )
s )ṽ(iN )), . . .

)]

r
,

∂
β
(iN )
r

∂
β
(iN )
s

(i1...iN )Φ̃wk
σij ,p

(ij ),ṽ(iN ) =−
〈
Ξ · T
(
0, . . . , 0, θ(iN )

1

(
λ(B(iN )

r )λ(B(iN )
s ) ṽ(iN )

)
, . . .
)
, ξ
〉
,

where we used canonical coordinates of the first kind on Gp(iN ) of the form e
∑
β
(iN )
m B

(iN )
m · h(iN ).

Consequently, the Hessian of the function (i1...iN )Φ̃wk
σij ,p

(ij),ṽ(iN ) with respect to the coordinates

ξ, α(ij), β(iN ) is given on its critical set by the matrix

(61)

(
Ξ 0
0 1d

)(
0 E

TE F

)(
TΞ 0
0 1d

)
,

where the (n× d)-matrix E is defined by

E =





dp(i1)r ((Ã(i1)
s )p(i1)) 0 0 . . . 0
0 0 0 . . . 0

0 0 dp(i2)r
(
(Ã(i2)

s )p(i2)

)
. . . 0

...
...

...
. . .

...

0 0 0 . . . dθ(iN )
r ((B̃(iN )

s )ṽ(iN ))




,

and the (d× d)-matrix F by

F =

(
0 0

0 −
〈
Ξ · T
(
0, . . . , 0, θ(iN )

1

(
λ(B(iN )

r )λ(B(iN )
s ) ṽ(iN )

)
, . . .
)
, ξ
〉
)
.
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Since Ξ is invertible, the kernel of the linear transformation corresponding to (61) is isomorphic to
the kernel of the linear transformation defined by

(
0 E

TE F

)

which we shall now compute. Cleary, the column vector T (ξ̃, α̃(i1), . . . , α̃(iN ), β̃(iN )) lies in the
kernel if and only if

(a)
∑

s α̃
(ij)
s (Ã

(ij)
s )p(ij ) = 0 for all 1 ≤ j ≤ N ,

∑
m β̃(iN )

m (B̃(iN )
m )ṽ(iN ) = 0;

(b1)
∑n−c(i1)

r=1 ξ̃rdp
(i1)
r
(
Tp(i1)(G · p(i1))

)
= 0;

(b2)
∑c(ij−1)−c(ij)−1

r=1 ξ̃n−c(ij−1)+r+1dp
(ij)
r
(
Tp(ij )(Gp(ij−1) · p(ij))

)
= 0 for all 2 ≤ j ≤ N ;

(c)
∑c(iN )

r=1 ξ̃n−c(iN )+rdθ
(iN )
r
(
Tṽ(iN )(Gp(iN ) · ṽ(iN ))

)
= 0.

In this case, the vector T (ξ̃′, α̃(i1), . . . , α̃(iN ), β̃(iN )) lies in the kernel of (61), where ξ̃′ = ξ̃ · Ξ−1.
Let now E(ij), F (iN ), and V (i1...iN ) be defined as in (42) and (53), and remember that we have the
isomorphisms (55). For condition (a) to hold, it is necessary and sufficient that

α̃(ij) = 0, 1 ≤ j ≤ N,
∑

m

β̃(iN )
m (B̃(iN )

m )ṽ(iN ) = 0.

On the other hand, condition (b1) means that on Tp(i1)(G · p(i1)) we have

0 =
n−c(i1)∑

r=1

ξ̃rdp
(i1)
r =

n−c(i1)∑

r=1

(ξ̃′ · Ξ)rdp(i1)r =
n∑

i=1

ξ̃′dx̃i,

where (x̃1, . . . x̃n) = (p(i1)1 , . . . , p(i1)
n−c(i1) , θ

(i1)
1 , . . . , θ(i1)

c(i1)) are the coordinates introduced in Section
5. Indeed,

dθ(i1)s (Ã(i1)
p(i1)) = Ã(i1)

p(i1)(θ
(i1)
s ) = 0 ∀s = 1, . . . , c(i1), A(i1) ∈ g⊥p(i1) ,

Mi1(Hi1) beingG-invariant. Therefore
∑n

i=1 ξ̃
′(dx̃i)p(i1) ∈ Ann

(
E(i1)

p(i1)

)
. In the same way, condition

(b2) implies that on Tp(ij)(Gp(ij−1) · p(ij))

0 =
c(ij−1)−c(ij)−1∑

r=1

(ξ̃′ · Ξ)n−c(ij−1)+r+1dp
(ij)
r =

c(ij−1)−c(ij)−1∑

r=1

(ξ̃′′ · Ξ(i1...ij−1))n−c(ij−1)+r+1dp
(ij)
r

+
n−c(ij )∑

s=1

(ξ̃′′ · Ξ(i1...ij−1))n−c(ij )+sdθ
(ij)
s + (ξ̃′′ · Ξ(i1...ij−1))n−c(ij−1)+1dτij−1

=
n−c(ij−1)∑

r=1

ξ̃′′
n−c(ij−1)+s

dθ(ij−1)
s ,

where we put ξ̃′′ = ξ̃′ · Ξ(i1) · · · · · Ξ(i1...ij−2). Hereby we expressed the differential forms dθ
(ij−1)
s

in terms of the differential forms dτij−1 , dp
(ij)
r , and dθ

(ij)
s , and took into account that the forms

dτij−1 and dθ
(ij)
s vanish on Tp(ij )(Gp(ij−1) · p(ij)) ⊂ (νi1...ij−1 )p(ij−1) . Now, if v ∈ (νi1...ij−1)p(ij−1) ,

and σv(t) = expp(ij−1) tv,

v(p(ij−1)
r ) =

d

dt
p(ij−1)
r (σv(t))t=0 = 0,
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so that the forms dp
(ij−1)
r must vanish on (νi1...ij−1 )p(ij−1) . In case that 3 ≤ j ≤ N , the same

argument shows that the forms dτij−2 also vanish on (νi1...ij−1 )p(ij−1) , and proceeding inductively

this way, we see that conditions (b1) and (b2) are equivalent to

n∑

i=1

ξ̃′(dx̃i)p(i1) ∈ Ann
(
E

(ij)

p(i1)

)
∀ j = 1, . . . , N.

Similarly, one deduces that condition (c) is equivalent to

n∑

i=1

ξ̃′(dx̃i)p(i1) ∈ Ann
(
F (iN )

p(i1)

)
.

On the other hand, by (58),

T(0,...,0,h(iN ),ξ)Crit
(
(i1...iN )Φ̃wk

σij ,p
(ij),ṽ(iN )

)
=
{
(α̃(i1), . . . , α̃(iN ), β̃(iN ), ξ̃′) : α̃(ij) = 0,

∑

m

β̃(iN )
m λ(B(iN )

m ) ∈ gṽ(iN ) ,
∑

ξ̃′i(dx̃i)p(i1) ∈ Ann
( N⊕

j=1

E
(ij)

p(i1) ⊕ F (iN )
p(i1)

)}
,

and the proposition follows. !

The previous proposition now implies that for σi1 · · ·σiN = 0, the Hessian of (i1...iN )Φ̃wk
σij ,p

(ij ),ṽ(iN )

is transversally non-degenerate at each point (0, . . . , 0, h(iN ), ξ) of its critical set, and Theorem 8
follows with Lemma 3. !

8. Asymptotics for the integrals I
!i1 ...!iN
i1...iN

(µ)

We are now in position to describe the asymptotic behavior of the integrals I
!i1 ...!iN
i1...iN

(µ) defined
in (36) using the stationary phase theorem. Let {(Hi1), . . . , (HiN )} be a maximal, totally ordered
subset of non-principal isotropy types, and ζ

!i1
i1
◦ · · · ◦ ζ!i1 ...!iNi1...iN

a corresponding local realization

of the sequence of monoidal transformations ζ(1) ◦ · · · ◦ ζ(N) in a set of (θ(i1), . . . , θ(iN ))-charts
labeled by the indices %i1 , . . . , %iN . Since the considered integrals are absolutely convergent, we
can interchange the order of integration by Fubini, and write

(62) I
!i1 ...!iN
i1...iN

(µ) =

∫

(−1,1)N
Ĵ
!i1 ...!iN
i1...iN

(
µ · τi1 · · · τiN

) N∏

j=1

|τij |c
(ij )+

∑j
r=1 d(ir)−1 dτiN . . . dτi1 ,

where we set

Ĵ
!i1 ...!iN
i1...iN

(ν) =

∫

Mi1 (Hi1 )

[ ∫

γ(i1)((Si1)p(i1) )i2(Hi2 )
. . .
[ ∫

γ(iN−1)((Si1...iN−1)p(iN−1))iN (HiN )

[ ∫

γ(iN )((Si1...iN )
p(iN ) )×G

p(iN )×
◦

Dι(g⊥

p(iN ) )×···×
◦

Dι(g⊥

p(i1) )×Rn

eiν
(i1...iN )Φ̃wk,pre

a
!i1 ...!iN
i1...iN

J !i1 ...!iNi1...iN

dξ dA(i1) . . . dA(iN ) dh(iN ) dṽ(iN )
]
dp(iN ) . . .

]
dp(i2)
]
dp(i1),

(63)

according to the notation introduced in Theorem 7, and introduced the new parameter

ν = µ · τi1 · · · τiN .
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Now, for a sufficiently small ε > 0 to be chosen later we define

1I
!i1 ...!iN
i1...iN

(µ) =

∫

∏N
j=1(−1,1)\(−ε,ε)

Ĵ
!i1 ...!iN
i1...iN

(
µ · τi1 · · · τiN

) N∏

j=1

|τij |c
(ij)+

∑j
r=1 d(ir)−1 dτiN . . . dτi1 ,

2I
!i1 ...!iN
i1...iN

(µ) =

∫

(−ε,ε)N
Ĵ
!i1 ...!iN
i1...iN

(
µ · τi1 · · · τiN

) N∏

j=1

|τij |c
(ij)+

∑j
r=1 d(ir)−1 dτiN . . . dτi1 .

Lemma 5. One has c(ij) +
∑j

r=1 d
(ir) − 1 ≥ κ for arbitrary j = 1, . . . , N , where κ denotes the

dimension of G/HL.

Proof. We first note that c(ij) = dim(νi1...ij )p(ij ) ≥ dimG
p(ij ) ·x(ij+1...iN )+1. Indeed, (νi1...ij )p(ij ) is

an orthogonalGp(ij ) -space, so that the dimension of theGp(ij ) -orbit of x(ij+1...iN ) ∈ γ(ij)((S+
i1...ij

)p(ij ))

can be at most c(ij) − 1. Now, under the assumption σi1 · · ·σiN 4= 0, (34) and (41) imply

Tx(ij+1...iN )(Gp(ij ) · x(ij+1...iN )) # Tx(i1...iN )(Gp(ij ) · x(i1...iN ))

=
N⊕

l=j+1

τi1 . . . τil−1E
(il)

x(i1...iN ) ⊕ τi1 . . . τiNF (iN )

x(i1...iN ) ,

where the distributions E(il), F (iN ) where defined in (42). On then computes

dimGp(ij ) · x(ij+1...iN ) =
N∑

l=j+1

dimE(il)

x(i1...iN ) + dimF (iN )

x(i1...iN ) ,

which implies

c(ij) ≥
N∑

l=j+1

dimE(il)

x(i1...iN ) + dimF (iN )

x(i1...iN ) + 1.

But since E(il)

x(i1...iN ) # Gp(il−1) · p(il) for any σ, the last inequality holds for arbitrary σ, too. On
the other hand, one has

d(ij) = dim g⊥
p(ij)

= dim[λ(g⊥
p(ij )) · p(ij)] = dim[λ(g⊥

p(ij )) · x(ij ...iN )] = dimE
(ij)

x(i1...iN ) .

The assertion now follows with (59). !

As a consequence of the lemma, we obtain for 2I
!i1 ...!iN
i1...iN

(µ) the estimate

∣∣ 2I!i1 ...!iNi1...iN
(µ)
∣∣ ≤ C

∫

(−ε,ε)N

N∏

j=1

|τij |c
(ij )+

∑j
r=1 d(ir)−1 dτiN . . . dτi1

≤ C

∫

(−ε,ε)N

N∏

j=1

|τij |κ dτiN . . . dτi1 =
2C

κ+ 1
εN(κ+1)

(64)

for some C > 0. Let us now turn to the integral 1I
!i1 ...!iN
i1...iN

(µ). After performing the change of

variables δi1...iN one obtains for 1I
!i1 ...!iN
i1...iN

(µ) the expression

∫

ε<|τij (σ)|<1

J
!i1 ...!iN
i1...iN

(
µ · τi1 (σ) · · · τiN (σ)

) N∏

j=1

|τij (σ)|c
(ij )+

∑j
r=1 d(ir)−1 |detDδi1...iN (σ)| dσ,
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where J
!i1 ...!iN
i1...iN

(ν) is defined by the right hand side of (63), with (i1...iN )Φ̃wk,pre being replaced by
(i1...iN )Φ̃wk

σ , which denotes the weak transform (i1...iN )Φ̃wk as a function of the variables p(ij), ṽ(iN ),
α(ij), h(iN ), ξ alone, while the variables σ = (σi1 , . . . σiN ) are regarded as parameters.

Theorem 9. Let σ = (σi1 , . . . , σiN ) be a fixed set of parameters. Then, for every Ñ ∈ N there
exists a constant CÑ,(i1...iN )Φ̃wk

σ
> 0 such that

|J!i1 ...!iNi1...iN
(ν)− (2π|ν|−1)κ

Ñ−1∑

j=0

|ν|−jQj(
(i1...iN )Φ̃wk

σ ; ai1...iNJi1...iN )| ≤ CÑ ,(i1...iN )Φ̃wk
σ
|ν|−Ñ ,

with estimates for the coefficients Qj, and an explicit expression for Q0. Moreover, the constants
CÑ ,(i1...iN )Φ̃wk

σ
and the coefficients Qj have uniform bounds in σ.

Proof. In what follows, we regard M̃(N) as a Riemannian manifold with the product metric induced
by the Riemannian metrics on γ(ij−1)((Si1...ij−1 )p(ij−1))ij (Hij ), γ

(iN )((Si1...iN )p(iN )), g⊥
p(ij)

, Gp(iN ) ,

and (−1, 1)N , and corresponding volume density. Similarly, X̃ carries a Riemannian structure,
being a paracompact manifold. As a consequence of the main theorems, and Lemma 3, together
with the observations preceding Proposition 3, the phase function (i1...iN )Φ̃wk

σ has a clean critical
set for any value of the parameters σ. That is, in the relevant charts we have

• the critical set of (i1...iN )Φ̃wk
σ is a C∞-submanifold of codimension 2κ for arbitrary σ;

• the Hessian of (i1...iN )Φ̃wk
σ is transversally non-degenerate at each point of its critical set.

Thus, the necessary conditions for applying the principle of the stationary phase to the integral
J
!i1 ...!iN
i1...iN

(ν) are fulfilled, and we obtain the desired asymptotic expansion by Theorem 5. Note

that the amplitude a
!i1 ...!iN
i1...iN

might depend on µ, compare the expression for O(µn−2) in Theorem
1, the dependence being of the form aγ(t, κγ(x), µη), where aγ ∈ S0phg is a classical symbol of order

0. But since for large |η| 3

∣∣ ∂αη aγ(t, κγ(x), µη)
∣∣ = |µ||α|

∣∣(∂αη aγ)(t, κγ(x), µη)
∣∣ ≤ C|η|−|α|,

this dependence does not interfer with the asymptotics. To see the existence of the uniform bounds,
note that by Remark 1 we have

CÑ,(i1...iN )Φ̃wk
σ
≤ C′

Ñ
sup

p(ij ),ṽ(iN ),α(ij ),h(iN ),ξ

∥∥∥∥
(
Hess (i1...iN )Φ̃wk

σ |NCrit((i1...iN )Φ̃wk
σ )

)−1
∥∥∥∥ .

But since by Lemma 3 the transversal Hessian

Hess (i1...iN )Φ̃wk
σ |N

(p
(ij),ṽ(iN ),α

(ij),h(iN ),ξ)
Crit((i1...iN )Φ̃wk

σ )

is given by
Hess (i1...iN )Φ̃wk

|N
(σij

,p
(ij )

,ṽ(iN ),α
(ij )

,h(iN ),ξ)
Crit((i1...iN )Φ̃wk),

we finally obtain the estimate

CÑ,(i1...iN )Φ̃wk
σ
≤ C′

Ñ
sup

σij ,p
(ij ),ṽ(iN ),α(ij),h(iN ),ξ

∥∥∥∥
(
Hess (i1...iN )Φ̃wk

|NCrit((i1...iN )Φ̃wk)

)−1
∥∥∥∥ ≤ CÑ,i1...iN

by a constant independent of σ. Similarly, one can show the existence of bounds of the form

|Qj(
(i1...iN )Φ̃wk

σ ; ai1...iNΦi1...iN )| ≤ C̃j,i1...iN ,

3Hereby we are taking into account that due to the presence of the factor ∆ε,R(ζγ (t, κγ(x), η)), |η| is bounded
away from zero.
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with constants C̃j,i1...iN independent of σ. !

Remark 2. Before going on, let us remark that for the computation of the integrals 1I
!i1 ...!iN
i1...iN

(µ)

it is only necessary to have an asymptotic expansion for the integrals J
!i1 ...!iN
i1...iN

(ν) in the case that
σi1 · · ·σiN 4= 0, which can also be obtained without the main theorems using only the factorization
of the phase function Φ given by the resolution process, together with Lemma 4. Nevertheless, the
main consequence to be drawn from the main theorems is that the constants CÑ,(i1...iN )Φ̃wk

σ
and

the coefficients Qj in Theorem 9 have uniform bounds in σ.

As a consequence of Theorem 9, we obtain for arbitrary Ñ ∈ N

|J!i1 ...!iNi1...iN
(ν) − (2π|ν|−1)κQ0(

(i1...iN )Φ̃wk
σ ; ai1...iNΦi1...iN )|

≤
∣∣∣J!i1 ...!iNi1...iN

(ν) − (2π|ν|−1)κ
Ñ−1∑

l=0

|ν|−lQl(
(i1...iN )Φ̃wk

σ ; ai1...iNΦi1...iN )
∣∣∣

+(2π|ν|−1)κ
Ñ−1∑

l=1

|ν|−l|Ql(
(i1...iN )Φ̃wk

σ ; ai1...iNΦi1...iN )| ≤ c1|ν|−Ñ + c2|ν|−κ
Ñ−1∑

l=1

|ν|−l

with constants ci > 0 independent of both σ and ν. From this we deduce

∣∣∣ 1I!i1 ...!iNi1...iN
(µ) − (2π/µ)κ

∫

ε<|τij (σ)|<1
Q0

N∏

j=1

|τij (σ)|c
(ij )+

∑j
r=1 d(ir)−1−κ|detDδi1...iN (σ)| dσ

∣∣∣

≤ c3µ
−Ñ

∫

ε<|τij (σ)|<1

N∏

j=1

|τij (σ)|c
(ij )+

∑j
r=1 d(ir)−1−Ñ |detDδi1...iN (σ)| dσ

+ c4µ
−κ

Ñ−1∑

l=1

µ−l

∫

ε<|τij (σ)|<1

N∏

j=1

|τij (σ)|c
(ij )+

∑j
r=1 d(ir)−1−κ−l |detDδi1...iN (σ)| dσ

≤ c5µ
−Ñ

N∏

j=1

(− log ε)qj max
{
1, εc

(ij)+
∑j

r=1 d(ir)−Ñ
}

+ c6

Ñ−1∑

l=1

µ−κ−l
N∏

j=1

(− log ε)qlj max
{
1, εc

(ij)+
∑j

r=1 d(ir)−κ−l
}
,

where the exponents qj , qlj can take the values 0 or 1. Having in mind that we are interested in
the case where µ → +∞, we now set ε = µ−1/N . Taking into account Lemma 5, one infers that
the right hand side of the last inequality can be estimated by a constant times

µ−κ−1(log µ)N ,

so that we finally obtain an asymptotic expansion for I
!i1 ...!iN
i1...iN

(µ) by taking into account (64), and
the fact that

(2π/µ)κ
∫

0<|τij |<µ−1/N

Q0

N∏

j=1

|τij |c
(ij )+

∑j
r=1 d(ir)−1−κ dτiN . . . dτi1 = O(µ−κ−1).

Theorem 10. Let the assumptions of the first main theorem be fulfilled. Then

I
!i1 ...!iN
i1...iN

(µ) = (2π/µ)κL!i1 ...!iNi1...iN
+O
(
µ−κ−1(log µ)N

)
,
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where the leading coefficient L!i1 ...!iNi1...iN
is given by

(65) L!i1 ...!iNi1...iN
=

∫

Crit((i1...iN )Φ̃wk)

a
!i1 ...!iN
i1...iN

J !i1 ...!iNi1...iN
dCrit((i1...iN )Φ̃wk)

|detHess((i1...iN )Φ̃wk)NCrit((i1...iN )Φ̃wk)|1/2
,

where dCrit((i1...iN )Φ̃wk) denotes the induced Riemannian volume density.

!

9. Statement of the main result

We can now state the main result of this paper. But before, we shall say a few words about the
desingularization process. Consider the resolution of N constructed in Theorem 6, and denote the
global morphism induced by the local transformations (44) by Z : X̃ → X = T ∗M ×G. Consider
further the local ideal IΦ = (Φ) generated by the phase function (10), together with the ideal sheaf
IC ⊂ EX of (21). The derivative of IΦ is given by D(IΦ) = IC|T∗Y ×G, while by the implicit function
theorem Sing VΦ ⊂ VΦ ∩ Crit(Φ) = Crit(Φ), where VΦ denotes the vanishing set VΦ of Φ. The
desingularization process carried out in Section 5 yields a partial monomialization of IΦ according
to the diagram

Z∗(IC) · Ex̃,X̃ ⊃ Z∗(IΦ) · Ex̃,X̃ =
∏

j σ
lj
j · Z−1

∗ (IΦ) · Ex̃,X̃ '
∏

j σ
lj
j · (i1...iN )Φ̃wk

Z∗

/
/Z∗

IC ⊃ IΦ ' Φ

where x̃ ∈ X̃ . By Theorem 7, D(Z−1
∗ (IΦ)) is a resolved ideal sheaf, and Theorem 8 shows that the

weak transforms (i1...iN )Φ̃wk have clean critical sets. This allowed us to derive asymptotics for the
integrals I

!i1 ...!iN
i1...iN

(µ) in Theorem 10. Nevertheless, it is easy to see that Z−1
∗ (IΦ) is not resolved.

Furthermore, the inclusion (20) implies that Z−1
∗ (IC|T∗Y×G) ⊂ D(Z−1

∗ (IΦ)). But since we do not

have equality, this results only in a partial resolution C̃ of C. In particular, the induced global
transform Z : C̃ → C is in general not an isomorphism over the smooth locus of C. This is because
of the fact that the centers of our monoidal transformations were only chosen over M ×G, to keep
the phase analysis of the weak transform of Φ as simple as possible. In turn, the singularities of
C along the fibers of T ∗M were not completely resolved. Note that in order to obtain a partial
monomialization of IΦ, we had to construct a strong resolution of N in M = M ×G, and not just
a resolution of the G-action in M . As explained in Section 4, such a resolution always exists and
is equivalent to a monomialization of the corresponding ideal sheaf. But in general, it would not
be explicit enough to describe the asymptotic behavior of the integrals I(µ) introduced in (9). In
particular, the so-called numerical data of ζ are not known a priori, which in our case are given
in terms of the dimensions c(ij) and d(ij). This is the reason why we were forced to construct an
explicit resolution of N , using as centers isotropy bundles over unions of maximally singular orbits.

Let us now return to our departing point, that is, the asymptotic behavior of the integrals I(µ),
and the proof of Weyl’s law for the reduced spectral counting function Nχ(λ). If G acts on the
chart Y only with principal type G/HL, we can directly apply the stationary phase theorem to
obtain an expansion for I(µ). Let us therefore assume that this is not the case. We still have to
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examine contributions to I(µ) coming from integrals of the form

Ĩ
!i1 ...!iN
i1...iN

(µ) =
∫

Mi1 (Hi1 )×(−1,1)

[ ∫

γ(i1)((Si1)p(i1) )i2 (Hi2 )×(−1,1)
. . .
[ ∫

γ(iN−1)((Si1...iN−1)p(iN−1) )iN (HiN )×(−1,1)

[ ∫

γ(iN )((νi1...iN )
p(iN ) )×G

p(iN )×Sι(g⊥

p(iN ) )×···×
◦

Dι(g⊥

p(i1))×Rn

eiµτ1...τN
(i1...iN )Φ̃wk

a
!i1 ...!iN
i1...iN

J̄ !i1 ...!iNi1...iN

dξ dA(i1) . . . dA(iN ) dh(iN ) dṽ(iN )
]
dτiN dp(iN ) . . .

]
dτi2 dp

(i2)
]
dτi1 dp

(i1),

where {(Hi1 ), . . . , (HiN )} is an arbitrary totally ordered subset of non-principal isotropy types,
Sι(g⊥p(iN )) is the sphere of radius ι > 0 in g⊥

p(iN ) , while a
!i1 ...!iN
i1...iN

is an amplitude which is supposed

to have compact support in a system of (θ(i1), . . . , θ(iN−1), α(iN ))-charts labeled by the indices
(%i1 , . . . , %iN ), and

J̄ !i1 ...!iNi1...iN
=

N∏

j=1

|τij |c
(ij)+

∑j
r d(ir)−1J !i1 ...!iNi1...iN

,

J !i1 ...!iNi1...iN
being a smooth function which does not depend on the variables τij . Now, a computation

of the ξ-derivatives of (i1...iN )Φ̃wk in any of the α(iN )-charts shows that (i1...iN )Φ̃wk has no critical
points there. Consequently, repeating the arguments of the previous section, and making use of
the non-stationary phase theorem, see [28], Theorem 7.7.1, one computes for large Ñ ∈ N that

|Ĩ!i1 ...!iNi1...iN
(µ)| ≤ c7µ

−Ñ

∫

ε<|τij |<1

N∏

j=1

|τij |c
(ij)+

∑j
r d(ir)−1−Ñdτ + c8ε

N(κ+1) ≤ c9 max
{
µ−Ñ , µ−κ−1

}
,

where we took ε = µ−1/N . Choosing Ñ large enough, we therefore conclude that

|Ĩ!i1 ...!iNi1...iN
(µ)| = O(µ−κ−1).

As a consequence of this we see that, up to terms of order O(µ−κ−1), I(µ) can be written as a sum

I(µ) =
Λ−1∑

N=1

∑

i1<···<iN
!i1 ,...,!iN

I
!i1 ...!iN
i1...iN

(µ) +
Λ−1∑

N=1

∑

i1<···<iN−1<L
!i1 ,...,!iN−1

I
!i1 ...!iN−1

i1...iN−1L
(µ),(66)

where the first term is a sum over maximal, totally ordered subsets of non-principal isotropy types,
while the second term is a sum over totally ordered subsets of non-principal isotropy types. The
asymptotic behavior of the integrals I

!i1 ...!iN
i1...iN

(µ) has been determined in the previous section, and

using Lemma 4 it is not difficult to see that the integrals I
!i1 ...!iN−1

i1...iN−1L
(µ) have analogous asymptotic

descriptions. This leads us to the following

Theorem 11. Let M be a connected, closed Riemannian manifold, and G a compact, connected
Lie group G acting isometrically and effectively on M . Consider the oscillatory integral

I(µ) =

∫

T∗Y

∫

G
eiµΦ(x,ξ,g)a(gx, x, ξ, g) dg d(T ∗Y )(x, ξ), µ→ +∞,(67)

where (κ, Y ) are local coordinates on M , d(T ∗Y )(x, ξ) is the canonical volume density on T ∗Y , and
dg the volume density on G with respect to some left invariant metric on G, while a ∈ C∞

c (Y ×
T ∗Y × G) is an amplitude, and Φ(x, ξ, g) = 〈κ(x)− κ(gx), ξ〉. Then I(µ) has the asymptotic
expansion

I(µ) = (2π/µ)κL0 +O
(
µ−κ−1(logµ)Λ−1

)
, µ→ +∞.
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Here κ is the dimension of an orbit of principal type in M , Λ the maximal number of elements of
a totally ordered subset of the set of isotropy types, and the leading coefficient is given by

(68) L0 =

∫

Reg C

a(gx, x, ξ, g)

|det Φ′′(x, ξ, g)N(x,ξ,g)Reg C |1/2
d(Reg C)(x, ξ, g),

where Reg C denotes the regular part of C = {(x, ξ, g) ∈ Ω×G : g · (x, ξ) = (x, ξ)}, and d(Reg C)
the induced volume density. In particular, the integral over Reg C exists.

Remark 3. Since M is compact, T ∗M is a paracompact manifold, admitting a Riemannian
metric. The restriction of the Riemannian metric on T ∗M × G to Reg C then induces a volume
density d(Reg C) on Reg C. Note that equation (68) in particular means that the obtained asymp-
totic expansion for I(µ) is independent of the explicit partial resolution we used. The amplitude
a(gx, x, ξ, g) might depend on µ as in the expression for O(µn−2) in Theorem 1. But as explained
in the proof of Theorem 9, this has no influence on the final asymptotics.

Proof. Assume that G acts on Y with several orbit types. By Theorem 10 and (66) one has

I(µ) = (2π/µ)κL0 +O
(
µ−κ−1(logµ)Λ−1

)
, µ→ +∞,

where L0 is given as a sum of integrals of the form (65), and similar expressions for the leading

terms of the integrals I
!i1 ...!iN−1

i1...iN−1L
(µ). It therefore remains to show the equality (68). For this, let

us introduce certain cut-off functions for the singular part Sing Ω of Ω. Denote the Riemannian
distance on T ∗M by | · |, and let K be a compact subset in T ∗M , ε > 0. We then define

(Sing Ω ∩K)ε = {η ∈ T ∗M : |η − η′| < ε for some η′ ∈ SingΩ ∩K} .
By using a partition of unity, one can show the existence of a test function uε ∈ C∞

c ((Sing Ω∩K)3ε)
satisfying uε = 1 on (Sing Ω ∩K)ε, see [28], Theorem 1.4.1. We then have the following

Lemma 6. Let a ∈ C∞
c (Y ×T ∗Y ×G), K be a compact subset in T ∗M such that supp(x,ξ) a ⊂ K,

and uε as above. Then the limit

(69) lim
ε→0

∫

Reg C

a(gx, x, ξ, g)(1 − uε)(x, ξ)

|det Φ′′(x, ξ, g)|N(x,ξ,g)Reg C |1/2
d(Reg C)(x, ξ, g)

exists and is equal to L0.

Proof of Lemma 6. We define

Iε(µ) =

∫

T∗Y

∫

G
eiµΦ(x,ξ,g)a(gx, x, ξ, g)(1 − uε)(x, ξ) dg d(T

∗Y )(x, ξ).

Since (x, ξ, g) ∈ Sing C implies (x, ξ) ∈ SingΩ, a direct application of the generalized stationary
phase theorem for fixed ε > 0 gives

(70) |Iε(µ)− (2π/µ)κL0(ε)| ≤ Cεµ
−κ−1,

where Cε > 0 is a constant depending only on ε, and

L0(ε) =

∫

Reg C

a(gx, x, ξ, g)(1− uε)(x, ξ)

|det Φ′′(x, ξ, g)|N(x,ξ,g)Reg C |1/2
d(RegC)(x, ξ, g).

On the other hand, applying our previous considerations to Iε(µ) instead of I(µ), we obtain again
an asymptotic expansion of the form (70) for Iε(µ), with µ−κ−1(log µ)Λ−1 instead of µ−κ−1, where
now the first coefficient is given by a sum of integrals of the form (65) with a replaced by a(1−uε).
Since the first term in the asymptotic expansion (70) is uniquely determined, the two expressions
for L0(ε) must be identical. The statement of the lemma now follows by the Lebesgue theorem on
bounded convergence. !
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Remark 4. Note that the existence of the limit in (69) has been established by partially resolving
the singularities of the set C, the corresponding limit being given by L0.

End of proof of Theorem 11. Let now a+ ∈ C∞
c (Y × T ∗Y × G,R+). Since one can assume that

|uε| ≤ 1, the lemma of Fatou implies that
∫

Reg C
lim
ε→0

a+(gx, x, ξ, g)(1− uε)(x, ξ)

|det Φ′′(x, ξ, g)|N(x,ξ,g)Reg C |1/2
d(Reg C)(x, ξ, g)

is mayorized by the limit (69), with a replaced by a+. Lemma 6 then implies that
∫

Reg C

a+(gx, x, ξ, g)

|det Φ′′(x, ξ, g)|N(x,ξ,g)Reg C |1/2
d(Reg C)(x, ξ, g) <∞.

Choosing now a+ to be equal 1 on a neighborhood of the support of a, and applying the theorem
of Lebesgue on bounded convergence to the limit (69), we obtain equation (68). !

We shall now state the main result of this paper.

Theorem 12. LetM be a compact, connected, n-dimensional Riemannian manifold without bound-
ary, and G a compact, connected Lie group, acting effectively and isometrically on M . Let further

P0 : C∞(M) −→ L2(M)

be an invariant, elliptic, classical pseudodifferential operator of order m on M with principal sym-
bol p(x, ξ), and assume that P0 is positive and symmetric. Denote by P its unique self-adjoint
extension, and set

Nχ(λ) = dχ
∑

t≤λ

multχ(t),

where multχ(t) stands for the multiplicity of the unitary irreducible representation πχ corresponding
to the character χ ∈ Ĝ in the eigenspace Et of P belonging to the eigenvalue t. Let κ be the
dimension of a G-orbit of principal type, Λ the maximal number of elements of a totally ordered
subset of the set of isotropy types, and assume that n− κ ≥ 1. Then 4

Nχ(λ) =
dχ[πχ|H : 1]

(n− κ)(2π)n−κ
vol [(Ω ∩ S∗M)/G]λ

n−κ
m +O

(
λ

n−κ−1
m (logλ)Λ

)
, λ→ +∞,

where dχ is the dimension of the irreducible representation πχ, [πχ|H : 1] the multiplicity of
the trivial representation in the restriction of πχ to a principal isotropy group H, and S∗M =
{(x, ξ) ∈ T ∗M : p(x, ξ) = 1}, while Ω = J−1(0) is the zero level of the momentum map J : T ∗M →
g∗ of the underlying Hamiltonian action.

Proof. Let % ∈ C∞
c (−δ, δ) and δ > 0 be sufficiently small. Theorems 1 and 11 together yield

σ̂χ(%e
i(·)µ) = dχ%(0)L (µ/2π)n−κ−1 +O

(
µn−κ−2(logµ)Λ−1

)
,

where

L = lim
ε→0

∑

γ

∫

Reg C

uγ,ε(x, ξ, g)

|det Φ′′
γ(x, ξ, g)N(x,ξ,g)Reg C |1/2

d(Reg C)(x, ξ, g),

and uγ,ε(x, ξ, g) = χ(g)fγ(x)∆ε,1(q(x, ξ)). In order to compute L, let us note that for any smooth,
compactly supported function α on Ω ∩ T ∗Yγ one has the formula
∫

Reg C

χ(g)α(x, ξ)

|det Φ′′
γ(x, ξ, g)|N(x,ξ,g)Reg Cγ |1/2

d(Reg C)(x, ξ, g) = [πχ|H : 1]

∫

RegΩ
α(x, ξ)

d(Reg Ω)(x, ξ)

vol O(x,ξ)
,

4If n− κ ≥ 2, the error term is slightly better, namely O
(

λ
n−κ−1

m (log λ)Λ−1
)

.
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where H is a principal isotropy group, compare [12], Lemma 7. As a consequence of this, we obtain
the expression

L = [πχ|H : 1] lim
ε→0

∑

γ

∫

RegΩ
fγ(x)∆ε,1(q(x, ξ))

d(Reg Ω)(x, ξ)

vol O(x,ξ)

= [πχ|H : 1]
∑

γ

∫

Reg Ω∩S∗M
fγ(x) lim

ε→0

∫
∆ε,1(s)

sn−κ−1 ds

volO(x,sω)
d(Reg Ω ∩ S∗M)(x, ω)

= [πχ|H : 1]
∑

γ

∫

Reg Ω∩S∗M
fγ(x)

d(Reg Ω ∩ S∗M)(x, ω)

volO(x,ω)

= [πχ|H : 1]vol [(Reg Ω ∩ S∗M)/G].

Here we took into account that by Proposition 2, the set {(x, ξ) ∈ RegΩ : x ∈ SingM} has measure
zero with respect to the induced volume form on RegΩ, compare [12], Lemma 3. Next, let

NQ
χ (µ) = dχ

∑

t≤µ

multQχ (t) =
∑

µj≤µ

mQ
χ (µj), mQ

χ (µj) = dχmultQχ (µj)/ dimEQ
µj
,

denote the equivariant spectral counting function of Q = P 1/m. An asymptotic description for
NQ
χ (µ) can then be deduced from the one of σ̂χ(%ei(·)µ) by a classical Tauberian argument [9].

Thus, let % ∈ C∞
c (−δ, δ) be such that 1 =

∫
%̂(s) ds = 2π%(0). Then

NQ
χ (µ) =

∫ +∞

−∞
NQ
χ (µ− s)%̂(s)ds+

∫ +∞

−∞
[NQ
χ (µ)−NQ

χ (µ− s)]%̂(s)ds =: Hχ(µ) +Rχ(µ).

Hχ(µ) =
∫ +∞
−∞ NQ

χ (s)%̂(µ − s) ds is a C∞-function, and by expressing its derivative by a Stieltjes
integral one obtains

dHχ
dµ

(µ) =

∫ +∞

−∞

∂

∂ µ
%̂(µ− s)NQ

χ (s) ds = −
∫ +∞

−∞

∂

∂ s
%̂(µ− s)NQ

χ (s) ds

=

∫ +∞

−∞
%̂(µ− s) dNQ

χ (s) =
∞∑

j=1

mQ
χ (µj)%̂(µ− µj) = σ̂χ(%̌e

i(·)µ),

where we took into account that, since σχ ∈ S ′(R), NQ
χ (µ) is polynomially bounded, and %̌(s) =

%(−s). Now, in addition, let % be such that %̂ ≥ 0, and %̂(s) ≥ c10 > 0 for |s| ≤ 1. Then, for µ ∈ R,

NQ
χ (µ+ 1)−NQ

χ (µ) ≤
∑

|µ−µj |≤1

mQ
χ (µj) ≤

1

c10

∞∑

j=1

mQ
χ (µj)%̂(µ− µj).

From σ̂χ(%̌ei(·)µ) = O(µn−κ−1) one then infers that Rχ(µ) = O(µn−κ−1) as 1 ≤ µ→ +∞. On the
other hand, since σ̂χ(%̌ei(·)µ) is rapidly decaying as µ→ −∞, integration gives

Hχ(µ) =

∫ µ

1
σ̂χ(%̌e

i(·)s) ds+ c11 =
dχL
n− κ

(µ/2π)n−κ +

{
O
(
µn−κ−1(log µ)Λ−1

)
, n− κ ≥ 2,

O
(
(log µ)Λ

)
, n− κ = 1,

as 1 ≤ µ→ +∞, while Rχ(µ), Hχ(µ)→ 0 as µ→ −∞. The proof of the theorem is now complete,
since by the spectral theorem, Nχ(λ) = NQ

χ (λ1/m). !
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10. On the spectrum of Γ \G

As an application, we shall consider the spectrum of a discrete, uniform subgroup Γ of a con-
nected, semisimple Lie group G with finite center. Thus, let θ be a Cartan involution of G, and
g = k ⊕ p the decomposition of the Lie algebra g of G into the eigenspaces of θ. Let K be the
analytic subgroup corresponding to k, which is a maximal compact subgroup of G. Since Γ is
a uniform lattice, M = Γ \ G is a closed manifold. By definition, θ is an involutive automor-
phism of g such that the bilinear form 〈X,Y 〉θ = −〈X, θ Y 〉 is strictly positive definite, where
〈X,Y 〉 = tr(adX ◦Y ) denotes the Killing form on g. The form 〈·, ·〉θ defines a left-invariant metric
on G, and by requiring that the the projection G→M is a Riemannian submersion, we obtain a
Riemannian structure on M . Since Ad (K) commutes with θ, and leaves invariant the Killing form,
K acts on G and on M from the right in an isometric and effective way. Note that the isotropy
group of a point Γg ∈ M is conjugate to the finite group gKg−1 ∩ Γ. Hence, all K-orbits in M
are either principal or exceptional. Since the maximal compact subgroups of G are precisely the
conjugates of K, exceptional K-orbits arise from elements in Γ of finite order. If Γ is torsion-free,
meaning that no non-trivial element γ ∈ Γ is conjugate in G to an element of K, there are no
exceptional orbits. In this case the action of Γ on G/K is free, and Γ \ G/K becomes a smooth
manifold of dimension n− d, where n = dimM , and d = dimK. As an immediate consequence of
Theorem 12 we now obtain

Corollary 2. Let P0 : C∞(Γ\G)→ L2(Γ\G) be a K-invariant, elliptic, classical pseudodifferential
operator of order m on Γ \ G, and assume that P0 is positive and symmetric. Denote by P its
unique self-adjoint extension, and let Nχ(λ) be the reduced spectral counting function of P . Then,

for each χ ∈ K̂,

Nχ(λ) =
dχ[πχ|H : 1]

(n− d)(2π)n−d
vol [(Ω ∩ S∗(Γ \G))/K]λ

n−d
m +O

(
λ

n−d−1
m (logλ)Λ−1

)
, λ→ +∞,

where H ⊂ K is a principal isotropy group of the K-action on Γ \ G, and Λ is bounded by the
number of Γ-conjugacy classes of elements of finite order in Γ.

!

Under the assumption that Γ has no torsion, this result was derived previously by Duistermaat–
Kolk–Varadarajan [18] for the Laplace–Beltrami operator ∆ on L2(Γ \ G/K) # L2(Γ \ G)K ,
i.e. in case that χ corresponds to the trivial representation. They proved this by studying the
spectrum on L2(Γ \ G/K) of the whole algebra D(G/K) of G-invariant differential operators on
G/K, which is defined as follows. Let G = KAN be an Iwasawa decomposition of G, a the
Lie algebra of A, and W the Weyl group of (g, a). Since D(G/K) is commutative, there is an
orthogonal decomposition of L2(Γ\G/K) into finite dimensional subspaces of smooth simultaneous
eigenfunctions of D(G/K). Now, each homomorphism from D(G/K) to C is precisely of the form
χµ : D(G/K)→ C, where µ ∈ a∗

C
/W . The spectrum Λ(Γ) of D(G/K) on Γ \G/K is then defined

as the set of all µ ∈ a∗
C
/W for which there exists a non-zero ϕ ∈ C∞(Γ\G/K) with Dϕ = χµ(D)ϕ

for all D ∈ D(G/K). The main result of [18] is a description of the asymptotic growth of the
tempered spectrum Λ(Γ)temp = Λ(Γ) ∩ ia∗, together with an estimate for the complementary
spectrum Λ(Γ) \ Λ(Γ)temp, using the Selberg trace formula, and the Paley–Wiener theorems of
Gangolli and Harish-Chandra. From this, Weyl’s law for ∆ on L2(Γ \G/K) follows readily, since
the eigenvalue of ∆ corresponding to µ ∈ Λtemp(Γ) is essentially given by ‖µ‖2.

Let now P0 : C∞(Γ \ G) → L2(Γ \ G) satisfy the conditions of Corollary 2, and in addition
assume that it commutes with the right regular representation R of G on L2(Γ \ G). Then each
eigenspace of P becomes a unitary G-module. Since Γ \G is compact, R decomposes into a direct
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sum of irreducible representations of G according to

L2(Γ \G) #
⊕

ω∈Ĝ

mωHω,

where Ĝ denotes the unitary dual of Ĝ, and mω the multiplicity of ω in R. In the same way, each
eigenspace of P decomposes into a direct sum of irreducible G-representations. Let multω(t) be
the multiplicity of ω ∈ Ĝ in the eigenspace Et of P belonging to the eigenvalue t, and [ω|K : χ] the

multiplicity of χ ∈ K̂ in the K-representation obtained by restricting ω to K. Then

multχ(t) =
∑

ω∈Ĝ

multω(t) [ω|K : χ].

Thus, the study of the reduced spectral counting function Nχ(λ) amounts to a description of the

asymptotic multiplicities of those irreducible G-representations ω ∈ Ĝ containing a certain K-type
χ ∈ K̂. As a consequence of Corollary 2 one now deduces

Theorem 13. Let P0 : C∞(Γ\G)→ L2(Γ\G) be a G-invariant, elliptic, classical pseudodifferential
operator of order m on Γ \G, and assume that P0 is positive and symmetric. Denote by multω(t)
the multiplicity of ω ∈ Ĝ in the eigenspace Et belonging to the eigenvalue t of the self-adjoint
extension P of P0. Then, for each χ ∈ K̂,

∑

t≤λ, ω∈Ĝ

multω(t) [ω|K : χ] =
[πχ|H : 1]

(n− d)(2π)n−d
vol [(Ω ∩ S∗(Γ \G))/K]λ

n−d
m

+O
(
λ

n−d−1
m (logλ)Λ−1

)
, λ→ +∞,

where n = dimΓ \ G, d = dimK, and Λ is bounded by the number of Γ-conjugacy classes of
elements of finite order in Γ.

!
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