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Motivation

Ω ⊂ Rn compact domain

▶ Dirichlet problem:
{ ∆u = f in Ω

u = g in ∂Ω

▶ Well-posedness – in the sense of Hadamard:
Solution exists, is unique and depends continuously on initial
conditions in certain function spaces

▶ If ∂Ω is smooth: no problem in Sobolev spaces:
For all k ≥ 0

∆̃ : Hk+1(Ω)→ Hk−1(Ω)⊕ Hk+ 1
2 (∂Ω)

u 7→ (∆u, u|∂Ω)

is an isomorphism.

In particular: If f , g is smooth, then u is smooth.
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Motivation

▶ Dirichlet problem:
{ ∆u = f in Ω

u = g in ∂Ω

▶ If ∂Ω has singularities?

Ω =B1(0) \ {φ ∈ (0, α)} ⊂ R2

f , g smooth

Solution to Dirichlet problem is always H1.

But for α ∈ (0, π) there are f , g with u ̸∈ H2
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u = g1 in ∂DΩ

∂νu = g2 in ∂NΩ

for g2 = 0
reflect:
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There are well-known results – e.g. for polygons

▶ Well-posedness of weighted spaces – Kondratiev spaces:

fKℓ
ρ(Ω) = {u | ρj∇j(f −1u) ∈ L2 for all j ≤ ℓ}

for f , ρ : Ω \ {singularities} → (0,∞) continuous.

Theorem (Kondratiev/Mazya ∼67)
- Ω ⊂ R2 polygonal domain with corners V
- ∂Ω \ V = ∂DΩ ⊔ ∂NΩ
- no adjacent edges have Neumann b.c.
- ρ : Ω \ V → (0,∞) smooth, ρ = dist(.,V) near V
Then

ρKℓ+1
ρ (Ω) ∩ {u|∂DΩ = 0, ∂νu|∂NΩ = 0} → ρ−1Kℓ−1

ρ (Ω)

u 7→ ∆u

is an isomorphism.

Goal: Understand this systematically using geometry,
hope to apply to other domains, boundary conditions, operators
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Geometric idea – conformal blowup

Conformal blowup: Change g0 on Ω to g̃ = ρ−2g0.
(Implicitly in Kondratiev paper (by choice of coordinates))

φ ∈ (0, α), r ∈ (0, r0)

g0 = dr2 + r2dφ2 g = r−2dr2 + dφ2

= ds2 + dφ2 s = − ln r

φ ∈ (0, α), s ∈ (s0 = − ln r0,∞)
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Translation of the well-posedness result to (M , g)?

▶ If ρ is g-admissible, i.e. ρ−1dρ ∈W∞,∞(M, g), then

Kℓ
ρ(Ω, g0) = ρ−

dimM
2 Hℓ(M, g = ρ−2g0).

▶ In dimension 2: ∆g = ρ−2∆g0 .

(Ω, g0)

(M, g)

∆g0 : ρKℓ+1
ρ (Ω, g0) ∩ {u|∂DΩ = 0, ∂νu|∂NΩ = 0} ≃→ ρ−1Kℓ−1

ρ (Ω, g0)

⇕
∆g : H

ℓ+1(M, g) ∩ {u|∂DM = 0, ∂νu|∂NM = 0} ≃→ Hℓ−1(M, g)
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So we can ask alternatively

▶ on which noncompact manifolds with boundary we have
well-posedness of Dirichlet-Neumann in Sobolev spaces

▶ Can not be true for all manifolds ...

▶ on the upper half space of Rn this fails even for pure Dirichlet b.c.

▶ in the polygonal domain from before: well-posedness only for very
special ρ, i.e. not for every blown-up manifold
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How to prove well-posedness for ∆ – ’a standard
way’

▶ Well-posedness in H1:
▶ Assume we have a Poincaré inequality,

i.e.

∃c > 0 ∀f ∈ H1
D(M) := {f ∈ H1 | f |∂DM = 0} : ∥f ∥L2 ≤ c∥df ∥L2

▶ ∥f ∥2H1 := ∥f ∥2L2 + ∥df ∥2L2 ≤ (c2 + 1)∥df ∥2L2
=⇒ coercivity =⇒ by Lax-Milgram lemma:

∆g : H
1
D(M) =: V → V ∗ is an isomorphism

▶ Higher regularity estimates to get well-posedness in Hk

∥u∥Hk+1(M) ≤ C
(
∥∆gu∥Hk−1(M) + ∥u∥Hk+ 1

2 (∂DM)

+∥∂νu∥
Hk− 1

2 (∂NM)
+ ∥u∥H1(M)

)
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Good class of manifolds?
Manifolds of bounded geometry with boundary

▶ curvature, second fundamental form of the boundary and all their
cov. derivatives are bounded

▶ the boundary has a uniform tubular neighborhood
▶ ’injectivity radius’ bounded from below
▶ One of the main features: we can work with a countable set of

nice coordinates

∂M

M
polar coord.

cylindrical coordinates

∂M × [0, r)

▶ Hs -norm ∥u∥Hs on M is equivalent to
∑

γ ∥(ϕγu) ◦ κγ∥Hs (Rn)

κγ – charts, ϕγ – adapted partition of unity.
▶ implies regularity estimates, trace/extension theorems, ...

from the local versions on Rn.
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For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]:

f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0

f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}:

∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds

≤ L

∫ L

0

|df (s, u)|2ds



For the blown-up polygonal domain result we are
left with Poincare inequality

▶ In 1D on [0, L) or [0, L]: f (0) = 0 f (t) =
∫ t

0
f ′(s) ds

|f (t)|2 =
(∫ t

0

|f ′(s)| ds
)2

≤ t

∫ t

0

|f ′(s)|2ds ≤ L

∫ L

0

|f ′(s)|2ds

∥f ∥2L2 ≤ L2∥f ′∥2L2

▶ Wrong on [0,∞)

▶ On the strip {(t, u) ∈ R2 | t ∈ [0, L)}: ∥f ∥2L2 =
∫
R
∫ L

0
f (t, u)2dt du

|f (t, u)|2 ≤ L

∫ L

0

|∂s f (s, u)|2ds ≤ L

∫ L

0

|df (s, u)|2ds



Poincaré inequality - on (M , g)?

▶ Idea: Do the 1D case along geodesics perpendicular to ∂DM (s.t.
they finitely cover M):∫

M

udvolg =

∫
x∈∂DM

∫ L(x)

0

u(x , s) ds dx

▶ from 1D example: want L(x) ≤ L for all x ∈ ∂DM
i.e. want finite distance to ∂DM

▶ need to get estimates on the volume element – comes from
comparison geometry for bounded geometry manifolds

▶ That’s it ... up to some small technicalities, e.g.

∂DM

∂NM

x

νx
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Well-posedness for Laplacian on bounded geometry
manifolds

Let (M, g) be a manifold with boundary ∂M = ∂DM ⊔ ∂NM of bounded
geometry and finite width of (M, ∂DM).

Theorem (Ammann - G. - Nistor ’16 (∂DM = ∂M Sakai ’16))

Then there is a constant c > 0 such that for all f ∈ H1
D(M) we have

∥f ∥L2 ≤ c∥df ∥L2 .

Theorem (Ammann - G. - Nistor ’16)

∆̃ : Hk+1(M, g)→ Hk−1(M, g)⊕ Hk+ 1
2 (∂DM)⊕ Hk− 1

2 (M, g)

u 7→ (∆u, u|∂DM , ∂νu|∂NM)

is an isomorphism for all k ≥ 1.
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Well-posedness for Laplacian on bounded geometry
manifolds

Let (M, g) be a manifold with boundary ∂M = ∂DM ⊔ ∂NM of bounded
geometry and finite width of (M, ∂DM)?

▶ No Poincare on euclidean half-space.

▶



Our original example?

(Ω, g0) (M = Ω \ V, g = ρ−2g0)

ρ is g -admissible
ρKℓ

ρ(Ω, g0) ←→ Hℓ(M, g)

choice of ρ ensures that (M, g) is mfd of bdd geo and distance to ∂M is finite

no adjacent edges in ∂NΩ ←→ distance to ∂DM is finite
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Example for a domain with cusps

ρ ∼ dist (., cusp point)2 near the cusp point
ρ ∼ dist (., corners) near the corners



’Strange’ singularities in planar domains

Let f0, f1 : R→ (0, 2π) be bounded smooth functions with bounded
derivatives and f1 − f0 ∈ [ϵ, ϵ−1], for some ϵ > 0. Let

Ω := {(r cos θ, r sin θ) | f0(log r) < θ < f1(log r)}.

ρV ∼ r , (Ω, gV ∼ r−2g0)

image(fi ) ⊂ R2 → bdd geo

R

f0

f1
≤ ϵ−1

finite width
≥ ϵ−1 tub. nbhd.

blow-down by r2 - an oscillating singularity:
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Higher dimensions

need to blow up corners and
edges

(M, g) mfd of bounded geo-
metry and finite width to ∂M

But a new difficulty arises:(gE .. Euclidean metric, g = ρ−2gE .)

∆gE u = ρ
n+2
2 (4

n − 1

n − 2
∆g (ρ

− n−2
2 u) + scalgρ

− n−2
2 u) =: ρ

n+2
2 Lg (ρ

− n−2
2 u)

– well-posedness of Lg on Sobolev scale gives well-pos. of ∆g0 on
Kondratiev scale
– immediate if scalg ≥ 0
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Higher dimensions

Theorem (Ammann-G.-Nistor)

Let (M, g0) be such that there is a ρ : M → (0, 1] such that
(M, g := ρ−2g0) is a manifold with boundary ∂M = ∂DM ⊔ ∂NM and of
bounded geometry and finite width to ∂DM. Assume that ρ is
g-admissible and that (M, g0) satifies a Hardy-Poincaré inequality, i.e.
there is a c > 0 such that for all u ∈ H1

loc(M, g0) with u|∂DM = 0 we have∫
M
ρ−2u2 ≤ c

∫
M
|du|2.

Then

∆g0 : ρKℓ+1
ρ (M, g0) ∩ {u|∂DM = 0, ∂νu|∂NM = 0} ≃→ ρ−1Kℓ−1

ρ (M, g0)

is an isomorphism.

Example

In the above setting, for ’singular spaces’ with Euclidean metric (and with
a nice blow-up as before) we have a Hardy-Poincaré inequality. (e.g. ok
for the cube)
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Higher dimensions - this is currently written down

▶ Iterative definition of a stratified space such that

▶ the blow-up is bounded geometry with finite width to ∂M

▶ one gets the Hardy-Poincaré inequality

▶ Model near a point of the singularity set: For some ϵ > 0 and an
admissible stratified domain B ⊂ Rℓ−1:

K ℓ
h (B)× Rn−ℓ := {(t, th(t)y) ∈ Rℓ | 0 < t < ϵ, y ∈ B} × Rn−ℓ,

where h : (0, ϵ]→ (0,∞) is a smooth function such that all
derivatives (t∂t)

kh are bounded (k ≥ 0).
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Finding the weight function

C K 1
hC
(point)× R2 = {(t, thC (t)) ∈ R2 | t ∈ (0, ϵ)} × R2

weight function near C ∼ (dist to face) · hC (dist to face)

B K 2
hB
(interval)× R = {(t, thB(t)y) ∈ R3 | t ∈ (0, ϵ), y ∈ [0, 1]} × R

weight function near B ∼ (dist to edge) · hB(dist to edge)

A K 1
hA
(∆) = {(t, thA(t)y) ∈ R4 | t ∈ (0, ϵ), y ∈ ∆}

weight function near A
∼ (dist to corner) · hA(dist to corner) · (weight fct of ∆)



Thank you for your attention!


